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1. Executive Summary 
The main objective of the IRMOS project is to provide a service oriented infrastructure 
(SOI) which is capable for real-time and interactive applications. The work described in 
the report was carried out in the framework of WP4 – Application Analysis & Adaptation.   
This deliverable aims to identify the application scenarios which benefit from the 
innovations of the IRMOS platform and to point out their real-time requirements. Three 
scenarios from different business sectors were chosen to proof the concepts and 
innovative technologies developed within the IRMOS project:  

• Digital film postproduction (GVG, DTO) 

• Virtual and Augmented reality (USTUTT) 

• E-learning (GILABS) 

These applications were analyzed based on the results of the D2.1.1 report [1], and with 
consideration of the main two IRMOS principles, Service Oriented Architecture and real-
time functionality. Based on this analysis the functional and technical requirements of 
these principles, three scenarios were identified. To find out these application 
requirements in a reasonable level of abstraction, first the different phases of the design 
process, the instantiation and execution, as well as the roles of the stakeholders had to 
be clarified. Three main tasks were identified for the application development: 

• Application Component (AC) development 

• Providing Application Service Component (ASC) packages for deployment 

• Application Service Component Description (ASCD) which defines the parameters. 

In addition more requirements exist for the planning phase (assembling template 
workflows) and the use of the instantiated workflow (execution). Besides these 
application requirements, there are also requirements referring to streaming of data, 
especially video and audio streaming. Therefore a common streaming API is expected 
from the IRMOS framework. The different applications have different demands on the 
service components, which results in a variety of requirements a service component has 
to fulfil. The technical parameters have direct influence on the performance on network 
links and computational resources, e.g. CPU, and RAM. They pose the constraints 
towards the SOI and especially the IRMOS infrastructure. A list of key parameters is 
given in this document.  
 
Each of the three scenarios listed above have been analysed in detail and with selected 
use cases, based on the D2.1.1 report [1], the actions of the IRMOS framework have been 
identified. Moreover the transition of existing applications into service oriented 
infrastructure is regarded, considering the steps needed to be taken by the application 
provider.  

In this document a draft specification for the initial and final demonstrators for each of 
the three application scenarios is given: 
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• The first digital film postproduction demonstrator will concentrate on high speed 
processing using several virtual machine units (VMUs), the final version will also 
use distributed collaborative work with the need of real-time multimedia 
streaming 

• In the first version of the virtual and augmented reality demonstrator has two or 
three participants in the collaborative session and uses scale models of cars for 
the simulation, while the final one will be extended by incorporation of special 
computation resources and improved application workflow of visualization of 
simulation results. 

• In the e-learning scenario the first demonstrator will be the mobile application, 
applied to outdoor usage, which has only a few real-time requirements. But the 
Virtual World application, which is the final demonstrator, will have more real-
time needs and more significant high level SLA parameters. 

Next to the definition of application scenarios and their demonstrations, this deliverable 
provides initial ideas how to realise the implementation of the service oriented 
applications. So this deliverable offers extremely valuable input for all technical work 
packages and especially for the demonstrator work package (WP8). An earlier 
preliminary version of this deliverable was produced to give a guideline to the 
framework services developed in WP5 and provide an input to D3.1.1 (“Preliminary 
version of IRMOS Overall Architecture” in WP3)[6].   
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2. Introduction 
This deliverable aims to address objectives of two different tasks identified in the 
Description of Work of the project which are: 

• Definition of three application scenarios 

• Definition of the (real-time) requirements of above scenarios 

This document is in close relationship to and builds upon deliverables “D2.1.1 Initial 
version of Requirements Analysis Report”[1] and “D5.1.1 Models of real time 
applications on service oriented infrastructures“. It specifies the requirements for 
different applications developed within the IRMOS project, showing how they should fit 
into an overall architectural framework WP3,“D3.1.1 Preliminary version of IRMOS 
Overall Architecture”[6]. 
Its outcome directly influences the interface specification to the IRMOS SOI deliverable 
“D4.2.1 Interface Definition to IRMOS SOI”. The demonstrator description will be used as 
input for WP8, “D8.3.1 Initial Demonstrator”. 

The current deliverable is structured as followed: 

• Chapter 3 gives a high level view on each application scenario. Several use cases 
per scenario are identified. 

• The technical – as well as the functional – requirements from the application 
development perspective from design to execution are covered by chapter 4. 

• The 5th chapter describes and analyses the use cases of each scenario  

• Chapter 6 specifies an initial demonstrator setup for each of the three scenarios 
and proposes an draft for a final demonstration  

• Chapter 7 summarises the results of this deliverable 
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Figure 1  D4.1.1 in IRMOS Context 
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3. Definition of the Scenarios 
3.1. Digital Film Postproduction  
Film postproduction includes all production steps; starting with the already illuminated 
negative film from a mechanical film camera or the image files generated by a digital film 
camera, to the final deliverables like the film master ready to be copied for cinema 
release or the master files to be used for BluRay DVD duplication.  
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Figure 2  Digital Film Postproduction Scenario 

Consider the following, typical scenario sketched in Figure 2: 
A group of artists, colourists, editors and sound operators, located in different countries 
are working together during the hot phase of post-production of an international movie 
production. Early in the morning they log into the IRMOS platform to jointly review the 
scenes shot yesterday (which partly have been ingested, edited, colour corrected and 
sound synched during the night) and to prepare today’s work together with the director, 
the director of photography (DOP) and the producer.  
They start the visualisation of the scenes in a synchronised way, i.e. the application using 
the IRMOS platform provides multiple streams of the same content to the group in order 
to discuss the quality of the shots. When needed, the streaming can be stopped, the 
necessary changes discussed with each other and, after performing the corresponding 
adjustments (e.g. colour settings), replay the corrected sequence, so everybody can 
agree to the work. While the group reviewed the last days work, new material from the 
set has been ingested into the application, and is ready to be previewed by the group. 
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Depending on the outcome of this preview the decision if a shoot has to be redone will 
be made.  
 
The basic workflow behind that scenario is explained and analysed in detail in chapter 5 
of this report. The IRMOS platform will be the foundation to realize this collaborative 
work approach with distributed teams. This will drastically reduce the time needed for 
post production, and therefore lowers the total costs. 

3.2. Virtual and Augmented reality 
In today’s product design processes virtual and augmented reality become more and 
more important for optimisation of pre-product prototypes. For such tasks software 
suites like COVISE[3] are utilised which allow to create a workflow based on the 
designer’s or engineer’s needs incorporating previously executed simulation 
calculations on dedicated hardware. For ideal examination of the results COVISE offers 
different 3D visualisation environments from desktop to fully immersive 3D 
visualisation environments. Combination of data input modules, data post-processing, 
data colouring, iso-surface and particle tracer modules provide the best fitted 
visualisation for the individual scenario. In addition to this, incorporation of real 
physical experiments through augmented reality for the purpose of simulation 
evaluation is offered and applied to the scenarios.  

Wind tunnel facility

Automotive company
VR-Projection System

Stuttgart

Munich

IRMOS
SOI

VR
application
service 1 VR

application
service 2

VR
application
service 3

Automotive company
Desktop/Laptop system

Munich

© University of Stuttgart  
Figure 3  Virtual and Augmented Reality scenario setup 

 
An automotive company wants to evaluate car prototype simulation results in 
comparison to real physically executed wind tunnel experiments with a model of that 
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car prototype. This requires a wind tunnel facility for the experiment. As the automotive 
company does not own such a facility they have to buy this service in addition. Therefore 
another company, e.g. a university institute offers such service to customers from the 
automotive company. Both parties use the application COVISE for 3D Visualisation of the 
simulation data. To efficiently run the components of the application, it is running on top 
of IRMOS, utilising resources which match components’ needs in terms of processing 
power or volatile memory. The university institute can then initiate the evaluation by 
setting up and starting the application. Real-time video-recorded images of the model in 
the wind tunnel will be overlaid with the simulation data of the customer. This 
technique is what is called Augmented Reality. As a consequence this means that 
simulation datasets have to be available to the parties, which will be enabled by the 
application accessible storage provided through IRMOS. In addition to enable the 
automotive company to be able to perform their evaluation on the same Augmented 
Reality visualisation as it is available at the university institute, the real-time recorded 
video is streamed to the automotive customer in conjunction with required 
synchronised location information of the prototype model relative to the visualisation 
scene. Out of this information, the video stream and the simulation dataset, the same 
Augmented Reality visualisation can be provided to the automotive customer. To 
provide the real-time capabilities for the live video stream and the synchronisation of 
location information with the video stream, this information is transmitted completely 
through IRMOS. Additionally both parties communicate with video- and audio 
conferencing through IRMOS in parallel to the visualisation setup to discuss and spot 
problematic issues at the prototype to be evaluated. 
This allows all partners to take influence on the visualisation either through parameters 
within allowed interaction for each partner in the visualisation environment or by 
communicating changes to a partner who has the opportunity to apply such changes.  
A demonstrator related setup chart of the scenario can be seen in chapter 6.1.2 
describing the demonstrator setup for the VR and AR application scenario. 
The following Figure 4 shows the component relationship diagram with the intention to 
show the potential interfaces towards the IRMOS.  
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Figure 4  Conceptual COVISE component relationship of selected COVISE components and their 
relation to IRMOS in the case of offline-simulation. 

The figure shows the components of COVISE at one participant’s site in a collaborative 
session. As a consequence out of this figure, we ca conclude that there are several 
components running in IRMOS and some components outside the IRMOS due to 
important reasons.  Video streaming components will run in IRMOS communicating 
which each other running on resources selected by the IRMOS to fulfil the requirements 
of these components, in terms of processing power (transcoding, decoding. encoding, 
multiplexing) as well as networking, thus providing guaranteed network links to 
provide real-time live-video streams. Processing components for iterative online 
processing of simulation data will be running on IRMOS selected resources with regards 
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to their special requirements towards high volatile memory usage and processing 
power. The data reader module provides the access for COVISE to storage for retrieving 
datasets and pre-processes the read dataset to create grids and further data suitable for 
the continuation of processing by other modules. Additionally the simulation runs 
performed on HPC infrastructure like cluster systems, which runs under IRMOS control 
as a first step, actually revealing the request to either run this step as a separate 
application and provide the results on storage in advance or to run within the same 
application as the remaining components, with only one negotiated SLA, then requiring 
to have some kind of delayed execution of different components as they are needed 
based on the workflow. 
Components like the Renderer have to be executed explicitly outside the IRMOS 
environment as they are performance critical and therefore make use of GPU 
accelerated rendering which is not supported in virtualized environments yet. 
Furthermore components like the “Augmented Reality” are using special purpose 
hardware that can not be integrated in an virtualized environment so far. 
 
To summarize the benefit IRMOS contributes to this scenario, it is clearly distinguishable 
into the following points: 

• Guaranteed parameters (networking, processing, stream concurrency) for real-
time live-video streaming in collaborative sessions as part of Remote Augmented 
Reality  

• Guaranteed computational resources for compute and memory intensive 
components 

 

3.3. Interactive real-time eLearning  
We consider here three eLearning scenarios: 

• Mobile eLearning:  

� Indoor: a museum visitor 
� Outdoor: a tourist 

• Virtual World eLearning: teacher and students in the virtual world 

• Mobile Virtual World eLearning: teacher in the real museum and students in the 
virtual world. 

3.3.1. Indoor Mobile scenario 
In the “Mobile eLearning – indoor version” scenario we suppose a museum visitor 
walking around the museum rooms with his mobile device. The museum is equipped 
with an indoor positioning system. When the visitor goes nearby a work of art, he 
obtains learning contents shown on his mobile device. The learning contents are 
downloaded from an eLearning server. 
The indoor positioning system is in continuous contact with an application running on 
IRMOS platform for sending the user position and receiving the eLearning content 
availability. An example of dialogue could be: 
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 � Now the user is in position X �  
� There is no eLearning content here � 

� Now the user is in position Y � 
� Here there is eLearning content Z � 

� The user wants Z � 

 
 

IRMOS 

� Download Z � 

 
Indoor 

positioning 
system  

 � Now the user is in position ... �  
Figure 5  Example of dialogue between Application and indoor positioning system 

The eLearning contents have their complete functionality: 

• Lesson delivery 

• Evaluation test 

• Bridge to learner’s background, portfolio and proficiency level 

 

3.3.2. Outdoor Mobile scenario 
The “Mobile eLearning – outdoor version” is similar to the indoor one. The only 
difference is the localization mechanism: GPS instead of wireless LAN (indoor). 
 
The GPS positioning technique implies that the localization data are managed directly by 
the mobile device, while the service provider (cellular operator) manages only the 
connection. 
 
The below figure depicts the scenario components, highlighting the four ASCs 
(Application Service Component) in the IRMOS SOI: 

• Content Database: it contains the real time data for real-time content delivery 

• Position Listener: it receives real-time varying geographical coordinates 

• Content Finder: it provides the link between real-time data and eLearning data 

• Content Updater: it synchronizes the real-time database with the eLearning 
repository 
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Figure 6  eLearning scenario structure 

3.3.3. Virtual World scenario 
In the “Virtual World” scenario we suppose a teacher and some students (a class) in 
which everybody is at home (or in a remote place) and they interact through avatars in a 
Virtual World system (similar to “Second Life”). The Virtual World reproduces a 
museum, where works of art are associated to eLearning lessons. The teacher can move 
independently from students and everybody can see the other’s avatars. They can 
communicate through a chat or a voice line. When a teacher comes close to a work of art 
he or she can invite the students, through chat, to download the corresponding lesson. 
Each student plays his lesson by themselves, but can continue communicating via chat.  
To allow for this functionality, the virtual world and learning contents would be pre-
loaded into the platform by their respective content providers. 
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3.3.4. Mobile Virtual World scenario 
The third scenario is the combination of the previous ones: “Mobile Virtual World” 
scenario, in which we suppose a teacher walking around the museum rooms with his 
mobile device. The museum is equipped with an indoor positioning system. Some 
students are at home (or other remote location) browsing an internet page where the 
museum is reconstructed as a Virtual World. The teacher’s movements are 
reconstructed in real-time into the virtual world and the students can see the teacher’s 
avatar moving. IRMOS will provide services for real-time tracking of users and 
communication between the avatars.  
Furthermore, the teacher cannot see the virtual world, but he can see a list of the 
students nearby him, which requires an automatic selection of material based on the 
user’s device capabilities. The aforementioned automated process poses specific 
requirements to the IRMOS platform referring to the selection of the best source of 
material for delivery to the user and automated construction of the service over the 
network. Teacher and students can interact for asking questions, receiving answers, 
discussing. The interaction may be both written and vocal, which in relation with the 
number of concurrent users state specific technical requirements that can be fulfilled by 
the IRMOS platform. 
When the teacher goes nearby a work of art, they can invite the students (via chat or 
voice) to start a lesson. Individual students play their lesson by themselves, but can 
continue communicating via chat. The lesson is overlapped on the virtual world. 
From a technical point of view, the difference of this scenario with respect to the 
previous one (pure Virtual World scenario), is the fact that the teacher’s real time 
position does not come from a Virtual World Client, but from a positioning system. 
 
 What is the added value of IRMOS in these scenarios? 
First of all, the guarantee that the server response is suitable for the application needs, 
considering that in some cases a soft real-time is sufficient, i.e. when the user is moving 
slowly. Adaptation of the service rates based on the users' ability to consume the 
delivered data rate and on the number of simultaneous users of the system are 
prerequisites for real-time delivery of multi-media material to users. 
Moreover, IRMOS benchmarking introduces the possibility to allocate only the really 
needed resources, without the drawback to oversize resources for precaution, while 
automatic selection of material will be performed. As an example, consider the case of a 
classroom with only 5 students: in this case there is no need to allocate redundant 
memory and bandwidth.  
 
The eLearning high level SLA definition will allow the customer to select a performance 
profile, as depicted in the following figure: 
 



IRMOS IRMOS_WP4_D4_1_1_
TSG_v1_0 

Interactive Realtime Multimedia Applications on Service Oriented Infrastructures Created on  09/02/2009 

D4.1.1 Definition of the three scenarios and their real-time requirements 
 

© TSG (GVG) and other partners of the IRMOS consortium 2008-2009 page 19/86 

 
Figure 7  High level SLA for a Virtual World service 

 
The IRMOS mapping capability will convert the above high level SLA into a low level 
SLA, like the following: 
 

• RAM: 1.7 Gb 
• Bandwidth: 2.1 Mbps 
• CPU-frequency: 2.5 GHz 
• Concurrency: 50 simultaneous users 
• the above resources are booked from h9:00 to h10:00 of 20-02-2009 

 
 



IRMOS IRMOS_WP4_D4_1_1_
TSG_v1_0 

Interactive Realtime Multimedia Applications on Service Oriented Infrastructures Created on  09/02/2009 

D4.1.1 Definition of the three scenarios and their real-time requirements 
 

© TSG (GVG) and other partners of the IRMOS consortium 2008-2009 page 20/86 

4. Application Requirements 
In most cases the starting point for creating an application for IRMOS is the existing, 
conventional application software. Starting from this non-SOA approach with a more or 
less monolithic application (in terms of end-user software) this existing application 
software has to be divided into two basic parts: 

• the client (aka front-end) part – operated by the end user  

• the service part – now shifted to the IRMOS SOI  

Moreover, functionality has to be added for the management of the application that is 
now assembled from several distributed components1 controlled by the framework 
(Figure 8). While the internal functionality provided by the framework is generally 
outside of the scope of the application side, it is necessary to specify appropriate 
interfaces which connect the various application components to the framework. 

 
Figure 8  Non-SOA vs. SOA enabled Application Software 

For the first iteration it is assumed that existing applications should be converted into 
IRMOS compatible services. The alternative would be to start development of service-
ready software from scratch. 

                                                        
1 Of course the non-SOA application may also have been already working distributed – but in an 
application-specific fashion; e.g. a render farm or a distributed 3D VR application. 
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IRMOS offers interfaces to the application side via its framework services. The 
application service itself will run on the virtualized service platform ISONI [2] which 
interfaces are not exposed to the application but to the framework services. 
To determine application requirements in a reasonable (i.e. lower) level of abstraction 
we first have to gain a deeper understanding of the targeted framework architecture and 
different phases of the design process as well as instantiation and execution. 
Each phase involves different stakeholders with their own roles. To clarify the roles of 
each of these stakeholders, we much review the definitions of both the phase and the 
stakeholders: 

• The (formally) monolithic application is broken up into application components 
(AC) developed by an application component developer. There are three types of 
application components: 

� An Application service component (ASC) runs inside an ISONI EE, e.g. a format 
converter. ASCs will be used within an application. In some cases an ASC will be 
mapped to an ISONI (native) SC [2]. 

� An External application service component (EASC) is an ASC running outside 
ISONI. An EASC usually attaches a unique device which cannot be virtualized 
and therefore does not fit into the ISONI concept. However the availability of 
EASCs is essential for a couple of scenarios.  

� An Application client component (ACC) is also running outside the virtualized 
environment, e.g. a video player running at a client’s machine or an ingest 
software on a client’s machine that is connected to a film scanner.2 Both EASCs 
and ACCs are called ‘legacy’ in the ISONI terminology.  

• Two things are needed to make an ASC usable with the IRMOS framework: 

� In order to be used within the IRMOS framework, an ASC has to be described 
and registered (i.e. published) at an ASCD repository3. The application service 
component description (ASCD) comprises the definition of the input and output 
interfaces of an ASC as well as the required computing and network resources 
(which may be depending on the input and output formats actually used as well 
as timing constraints, e.g. ‘real-time’). Base for the ASCD is a description 
language to be developed by the framework services. At least regarding the 
interfaces the ASCD has to be provided by the ASC developer as the one who 
has the best insight to her/his ASC. Performance parameters may be obtained 
by benchmarking the application on a reference platform. 

� For deployment an ASC has to be prepared as installable software package 
(packaging). ISONI implements a VMU-based deployment. That means that the 
VMU factory installs the package on a prototypical VMU which is distributed 
and started on demand in an ISONI EE. 

                                                        
2 In an application a scanner may appear as a service. However from a technical perspective the device 
acts as a client component as manual interactions is required. E.g. a scanner operator is able to ingest 
image sequences and uses processing capabilities and storage within an IRMOS application. 
3 At the time of writing this document it is not clear whether solely the ASCD goes to a repository or its 
(binary) package as well. The ASCD could also point to the actual ASC e.g. via an URI. 
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• ACs (ASCs, EASCs, ACCs) are assembled to an application. This is done by an 
application developer4. The outcome of this process is an ‘application description’, 
a template enumerating the necessary components and its interconnections – no 
actual instantiation is involved at this stage. 

• Enriched through SLA templates these applications (or more precisely: their ASC 
parts) turn to (application) services that will be offered to end users by an 
application service provider. At least for interactive applications ACCs have to be 
used to access the service.  

• The user (consumer, customer5) may browse the offered applications (e.g. in an 
application repository at a portal) and book them. 

• After signing an SLA for the concrete service the application (consisting of ASCs, 
ACCs and a framework service controller, FSC6) is instantiated and configured. 

• Finally the application is started (executed) by launching the ASCs in their VMUs. 

The components and its relationships of a concrete IRMOS application (focussed on 
application aspects) are shown in Figure 9: The user and its ACC gets access to the 
application service via an IRMOS portal. All ASCs are controlled by the FSC. Application-
specific communication takes place independently from the framework layer.  
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Figure 9  Sample IRMOS application components and communication 

                                                        
4 We initially introduced the term ‘application designer’ that should emphasize the act of designing and 
application by assembling components – ACs – in contrast to develop them as basic building bricks. The 
term was replaced by ‘application developer’. 
5 The consumer is the actual end user while the customer (e.g. her/his manager) is paying for the service. 
6 D3.1.1 introduces a ‘workflow enactment engine’ which is most probably identical to the entity we call 
framework service controller. We regard the FSC as the interface between the ASCs and the framework.  
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In order to get to such an IRMOS application several steps have to be accomplished. 
Figure 10 shows the whole chain from the development of a single component, 
assembling applications up to its concrete usage. Although this document is limited to 
the application (development) side we have to take a closer look at usage in order to 
understand the implications from being executed in the IRMOS framework. 
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Figure 10  Application Phases 

Table 1 summarizes these different phases from AC design up to workflow execution, a 
short description and its stakeholders. As mentioned before: although the whole process 
is show, the descriptions are focussed on the steps essential for the application side. 
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Application Component Development 
AC 
Development 

Application components 
(ACs) are built. This 
includes service (ASC) and 
client components (ACC). 
E.g. they are extracted 
from a stand-alone 
application; framework 
service interfaces are 
integrated. 

Application 
components 
(ASC, ACC) 

x      

AC Packaging Deployment packages for 
ASCs and ACCs are built.7 

ASC package 
(e.g. rpm) 

x   x8   

ASC 
Publication 

An ASC description (ASCD) 
is generated and passed 
to the IRMOS ASCD 
repository. 

ASC 
description 
(ASCD) 

x  x x9   

 

                                                        
7 Packages are also built for ACCs but only ASCs are used by and therefore relevant for the framework 
8 The Resource Service Provider provides guidelines for accepted installer package formats.  
9 Application and Resource Service Provider provide test bed for benchmarking and returns 
benchmarking results. If the framework is not able to perform benchmarking (i.e. deliver meaningful 
results) this step has to be inserted before publication in order to allow the framework to decide how 
parameters have to be mapped to low level resource parameters used for resource reservation. Otherwise 
benchmarking may be a special case of application execution. 
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Application Service Design 
Application 
Development 

Selected ASCs are 
connected to an 
application template 
which is passed to an 
application repository. 

Application 
(template) 
description 

 x     

Service Design The application is put in 
a business perspective; 
SLA template is added. 

(Application) 
service 

  x    

 
Use 

Application 
Concretion  

The consumer defines 
her/his requirements, 
i.e. the application 
template is populated 
with concrete values. 

Application 
with concrete 
parameter 
values 

  x   x 

Discovery, SLA 
Negotiation 

The customer books the 
service. 

concrete SLA   x x x  

Reservation Application Service 
Provider books resources 
(for the customer) 

booked 
resources 

  x x   

Service 
Instantiation 

Corresponding Resources 
(VMUs containing 
ASCs10, file systems etc.) 
are set up for the 
configured application. 

running 
resources 
(network, 
VMUs) 

   x   

ASC 
Configuration 

The instantiated ASCs 
are configured according 
to the concrete 
application. 

configured, 
ready-to-use 
application 

11  x    

Execution ASCs are launched. running 
application 
service 

12  x13 x  x 

Cleanup ASCs are stopped, 
application torn down. 

freed 
resources 

   x   

Table 1  Application phases 

                                                        
10 Instantiation is triggered by the Workflow Enactment Engine. A generic central instance (Framework 
Service Controller, FSC) is instantiated together with the ASCs of the application workflow to control it on 
framework service level.  
11 The AC developer is not involved when ASC configuration takes place. However she/he has to take into 
account what happens here beforehand – i.e. makes sure that her/his ASC gets its configuration data. 
Therefore ASC configuration is a matter of ASC development. 
12 Same as for configuration: the AC developer must be aware of the ASC running within the EE. 
13 Application Service Provider monitors and controls the application. 
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At a first glance it seems that the AC developer is only involved in the first three phases.– 
which is physically true. However during development she/he also has to care about 
things happen later on in the ‘use’ phases (namely ASC configuration and execution) in 
order to prepare her/his AC to be able to run inside the IRMOS environment. That is the 
reason why – from the application side – the IRMOS framework cannot solely be 
regarded as a black box. 
In order to turn today’s applications into distributed services for use in IRMOS the 
existing software has to be adapted. This requires redesign and the implementation of 
additional functionality which has to be done by the application component developer. 
To enable applications for working in the IRMOS framework both functional and 
technical requirements have to be met. While fulfilling functional requirements (4.1) are 
mainly concerning the framework services, technical requirements (4.2) have to be 
provided by the EE.  

4.1. Functional requirements 
Functional requirements comprise all things needed to make an application work in the 
IRMOS framework – from building to insertion to execution. Although functionality like 
communication within the framework seems to be a ‘framework service’ – and therefore 
should be offered by the IRMOS Provider – it actually has to be implemented in the AC. 
Therefore some help has to be provided by the framework services, e.g. guidelines, APIs, 
tools and services. 
As noted in Table  1 different stakeholders are involved in finally building a service. We 
are going to focus on the application component developer as she/he is dealing with the 
application. 
Figure 11 comprises the aspects necessary for investigating the requirements for the AC 
developer by showing the phases an AC runs through from development to execution. 
Some architectural aspects are assumed (as not provided by D3.1.1 [6]) but simplified 
wherever possible. The red items in Figure 4 denote the steps where functional 
requirements show up.14 

                                                        
14 The diagram may be incomplete and/or incorrect, especially concerning the non-application-side parts. 
E.g. it is not clear yet where the instantiated FSC actually runs – considering multiple ISONI domains it is 
possibly not sufficient to treat the FSC as a regular ASC. Timing-related information has been left out for 
simplicity – see Table ‘Application Phases’. 
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Figure 11  Service component phases and requirements 
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4.1.1. Basic Requirements 
The application component developer has got three main tasks regarding the 
implementation of an IRMOS-enabled application, each with different functional 
requirements. 

• AC development ((E)ASCs and/or ACCs) – here all fundamental conditions for 
executing ACs in the IRMOS framework have to be taken into account (items 
marked red within the ISONI cloud in Figure 11 ) – see 4.1.1.1. 

• Providing ASC packages for deployment – things needed to build an IRMOS 
compliant software package – see 4.1.1.2. 

• Providing ASCDs for inserting ASCs into a repository – this involves the ASC 
description language as well as the optional ability for benchmarking ASCs in 
order to obtain performance parameters for the ASCD – see 4.1.1.3. 

Leaving the core development phase, more requirements arise for the following phases: 

• The application developer has to assemble template applications (planning) – see 
4.1.1.4. 

• The consumer actually uses an instantiated workflow (execution) – see 4.1.1.5. 

The requirements for these tasks are described in the following paragraphs. Other 
phases/tasks should not affect WP4. 
4.1.1.1. Application component development 

For the two different types of ACs (ASCs and ACCs) some common and some slightly 
different requirements exists. Differences are explicitly noted were applicable.  
Configuration 

When the ASC (an executable within a VMU) is started by IRMOS a job-specific initial 
configuration has to be made available to the ASC – similar to command line parameters 
or configuration files used for starting a regular computer program. While it still has to 
be defined15 how this is handled within the framework (i.e. how the executable is 
launched) two options are considered for obtaining initial configuration data16: 

• There is a fixed place where this configuration is located in the file system. Its 
content is updated by the framework during instantiation. The ASC can access its 
configuration data during start-up. 

• Alternatively there is no specific mechanism for configuration at all but the 
framework controller communication (i.e. its API) is used instead (see next 
paragraph). The ASC or a wrapper actively requests its configuration from the 
FSC. 

                                                        
15 Not finally defined by the time of writing this document (minor issue). 
16 This is pure application layer configuration, e.g. the root directory and a network port for a web server. 
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Framework communication 

Framework communication takes place between ACs (mainly ASCs) and the IRMOS 
framework – substantially the framework service controller (FSC)17. An instance of a 
FSC is started simultaneously with the ASC instances when a workflow is launched. This 
controller is responsible for managing the ASCs and serves as a bridge to the global 
framework services covering SLA management as well as the ISONI layer and represents 
the access point for the outside world, e.g. an ACC. 
There are no communication interfaces between ACs and ISONI, i.e. ISONI is transparent 
to ACs.  
Framework services require control points to acquire monitoring data as well as 
controlling the ASC (e.g. terminating it). Therefore functions (which have to be 
integrated in each ASC) must be provided. Both pull/push interfaces may be required. 
In order to facilitate integration of application in the IRMOS framework this interfaces 
must be kept as light weight and easy to handle as possible. A way for implementation 
could be the use of wrapper programs (e.g. scripts) acting as mediator between the 
IRMOS framework services (i.e. the FSC) and the individual AC. 
Storage access 

Many ACs need to access storage (e.g. hard disks) either for reading/writing payload 
data from/to persistent storage (e.g. via network shared file systems) or for use as local 
volatile memory. How to realize this in the virtualized EE has to be defined by the 
framework services in association with the resource framework. 

• (Virtual) file systems may be configured during VM/ASC instantiation, e.g. like 
auto-mounting NFS shares so they appear transparent to the ASC. This may 
involve ‘Configuration’ – see above.  

• Additionally there may be predefined mount points on a VMU for use by the ASC, 
e.g. for accessing scratch disks. Hence naming conventions (name scopes) have to 
be defined. 

Moreover means for accessing persistent storage have to be implemented as it makes no 
sense to save data externally (think of huge amounts of image files) before tearing down 
a VSN. This could either to be realized by user/group management or a way to recycle 
VSN connection points.18  
However the whole storage access should be kept transparent to ACs. Information about 
file system paths (and/or specific filenames) can be passed to the AC upon configuration 
(see above). 
Inter-AC communication – general (ASC–ASC, ASC–ACC) 

Application components (ACs) have to communicate among each other. The application 
may use the VSN provided by ISONI transparently as a regular (private) IP network. If 
the original application already contained generic network functionality the methods 
used there should be retained in the IRMOS version – for efficiency and to avoid costly 

                                                        
17 See also footnote 10. We assume that there will be a general workflow enactment services which 
launches a particular FSC together with the SCs of each instantiated application. 
18 This has been identified as an issue on the GA meeting in Stuttgart, September 2008 and will be 
investigated by WP6/7. If user/group rights have to be tackled by the ASC respective means have to be 
provided by the framework, i.e. passing this information to the VMU. 
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re-development. Finding peer nodes reachable via TCP/UDP socket becomes a matter of 
application level configuration done by the framework upon instantiation. 
Especially for applications intentionally split up for the use in IRMOS offering an ‘IRMOS 
API’ containing generic communication methods can simplify development significantly. 
The API comprises at least the following functionality:  

• Data transfer (see 4.1.2.1), 

• Message passing and 

• Discovery (see also UCs for IRMOS retrieving location of services (host, port, etc.)) 

The AC developer may use these methods but is not obliged to. 
Naming resolution for nodes/services that can be reached via TCP/UDP socket should 
be handled upon configuration. 
Inter-AC communication – reaching nodes outside the framework (ACC–ASC) 

ASCs (running inside ISONI) need to communicate with ACCs and EASCs (nodes running 
outside ISONI) in an efficient way. ACCs are essential for user interaction and for 
hooking up devices like displays or scanners; devices that are unique and therefore can 
not be virtualized. From an application perspective, communication functionality does 
not differ from inter-ASC communication so ideally there should be no difference at all. 
As ACCs and EASCs are not under control of ISONI, the application developer and the 
maintainer of this equipment have to care about keeping QoS parameters for computing 
and network resources. As usually these are dedicated and well-dimensioned devices 
this should not be an issue. Moreover it is obvious that other aspects discussed 
regarding the EE, like failover, will not apply to such a device unless they are designed 
into them by the AC developer. The maintainer of these external components is 
responsible that the device implements necessary IRMOS QoS and control interfaces and 
behaves according to its semantics during execution time. 
Regarding the integration of ACCs and EASCs these issues are to consider: 

• If gateway nodes may become required (e.g. to map addresses because of the 
private IP address scheme internally used by ISONI) these have to be implicitly 
integrated in the VSN by the framework transparently to the application layer.19 

• It should be possible for a non-virtualized (i.e. non-ISONI) node to be directly 
attached to an ISONI network. When this is not possible a gateway has been 
integrated implicitly. Note that for performance reasons we want to prevent 
additional copy operations. 

4.1.1.2. Service component packaging 

The IRMOS framework (i.e. the underlying ISONI resource infrastructure) requires an 
ASC to be deployed as an installable package (e.g. as an rpm file) for use in a VMU which 
is going to run in the ISONI EE. Hence the ASC developer at least needs a specification for 
accepted formats. 

• Guidelines should be provided for ASC packaging containing information about 
what package formats are accepted and what packages can be expected to be 
present in a VMU (e.g. libraries).  

                                                        
19 Regarding current ISONI development it seems there these gateway nodes are not required. 
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• Tools have to be provided to determine and/or to solve software dependencies. 

• A test environment would be helpful for troubleshooting installation issues and 
test the deployment procedure before actually putting the ASC in the 
framework.20 

4.1.1.3. Service component description 

As asserted above the application has to be described for use in IRMOS. The description 
– based on an application service description language to be defined – will contain 
elements for interface specifications and performance: 

• Input/output parameters, (e.g. file formats). 

• Configuration data (e.g. addresses of peers, storage needed)21. 

• Resources needed (CPU, memory etc.) – depending on I/O parameters and timing 
constraints. 

• ID, verbose description and version of the ASC, URI for installation package.22 

While providing information about input and output of an ASC (e.g. formats) should be 
easy for the AC developer to provide giving precise information about required network 
and especially computing performance may become tricky – and a matter of 
benchmarking and mapping tools. 

• An easy-to-use method is required for generating or formulating ASCDs. Such a 
tool should be provided by the framework. 

• In order to determine performance parameters a ‘test-bed’ or reference platform 
for measuring performance data should be provided. This could turn out in some 
sort of iterative benchmarking procedure finding correct values.23 We expect to 
provide ‘worst-case’ parameters for the ASCD so that – given the reserved 
computing and network performance is delivered by the framework – the ASC can 
do its job in a guaranteed manner. 

Creating meaningful performance information appears crucial for the efficiency of the 
whole framework. As the AC developer knows best about the behaviour and the 
internals of the AC she/he would be the one to provide a test scenario – potentially in 
form of an application for benchmarking (see next section) in order to obtain this 
information. 

                                                        
20 A physical test environment will not be offered by ISONI. We may consider getting the specs for a 
similar environment to be set up outside ISONI. E. g. a VMU configured just like the ones used in ISONI. 
This may be sufficient at least for packaging. 
21 These are the elements needed to be configured for instantiation, not their actual values! 
22 By providing an URI for the location of the installable package the ASC may be deployed by solely 
passing the ASCD to a framework service component which actually taking care of integration the ASC 
(meta data and executable) 
23 Benchmarking an ASC only has to be done once for each ‘performance grade’ offered by the execution 
framework. Instead of using a ‘reference platform’ the actual framework may be used for this purpose. In 
this case the ASC is executed in an application just like any regular application within the IRMOS 
environment. According to the latest discussion ISONI will not be suitable for performing benchmarks. 
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4.1.1.4. Application development 

At the application service design phase the application developer needs support for 
defining applications comprised of multiple (application-level rather than framework-
level) services offered via IRMOS. Technical speaking, the application description 
contains of a graph connecting ACs that will optionally be populated with concrete 
parameter values and finally be translated into an ISONI VSN formulated in an 
application description language. Therefore support is needed. 

• Method/tool to model an application. As modelling these tools should also be 
integrated in (existing) tools this functionality has to be provided as an API. 

• Moreover a GUI tool – based on this API – facilitates manual application design. 

• At least for setting up SLAs (turning the application into an application service) a 
tool for modelling/analysis of resources is needed. 

• Method to communicate an application service description to IRMOS platform. 
4.1.1.5. Application instantiation 

Before the application is instantiated specific values have to be defined for all 
parameters required by the workflow description and hence for all involved ASCs. While 
the application description (as a template) may contain e.g. ‘DPX image’ as an input 
parameter the actual size has to be defined for calculation of the resource values 
(remember the ISONI VSN remains static during execution). 
Apart from performance relevant parameters also nodes for data I/O and/or storage 
need to be defined. 
So in case of parameterized applications, an operator will enter application-oriented 
parameter choices that a front-end application must translate into resource requests as 
understood by the (framework-designed) workflow description. Consequentially, said 
front-end application will communicate with the IRMOS platform using framework 
services. 
4.1.1.6. Workflow execution 

At workflow execution time the consumer relies on resources being requested 
automatically using the workflow description together with its actual parameter values.  
The application execution is monitored by the framework services and, hence, the 
operator is being able to know the execution status. 

 
 

4.1.2. Advanced Requirements 
4.1.2.1. Data streaming 

Besides application requirements mentioned so far, there are also requirements 
referring to streaming of data, especially video and audio streaming when we talk of the 
IRMOS application scenarios. The different applications have different demands on the 
service components. This results in a variety of requirements such a service component 
has to fulfil. As there are several tasks like video and audio which are not easily 
combinable into one component, it clearly shapes out that a separation of a service into 
two layers is preferable, which is also based on the conclusion that applications might 
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need the data streaming functionality separate from the service component. This is 
exemplary expressed in the following drawing: 

 
Figure 12  Data streaming functionality 

A common streaming API would be expected from the IRMOS framework which is used 
by service components sitting on top of that API. The separation of service components 
and streaming API is considered a necessary requirement due to the diverse natures of 
the service components while the streaming functionality stays the same across all 
applications. Functional requirements in the service components would include video- 
and audio transcoding, multiplexing of metadata as well as synchronisation of streams. 
The service components however have the pre-condition of synchronised streams as 
input from the application components that are outside the IRMOS framework to 
provide synchronisation themselves. The service components shall not be complete 
redevelopments but rather build on top of commonly available libraries for transcoding 
of video, e.g. JPEG2000[9] libraries or MPEG-4[10] libraries, and audio. Also the 
streaming API is most likely being based upon already available work. No new 
innovations are expected in this field. 
The service components on the top-layer have to fulfil the requirements of transcoding, 
which includes encoding and decoding, as well as performing multiplexing in the terms 
that e.g. metadata might be multiplexed in a video stream. This would also provide the 
required synchronisation between the metadata and the video stream. However such a 
synchronisation should be provided for all applications which would result in providing 
the synchronisation mechanism through the streaming API. In a consequence this would 
require some state-of the-art synchronising mechanisms being available, e.g. time-
stamping or stream multiplexing, through the layer where appropriate. This is 
something that should be done by exploiting already available solutions, e.g. MXF[8], like 
they exist of the shelf. Which mechanism fits best is strongly application dependent. 
 
The requirements can be summarized like the following: 
 

• Define and/or build a common API containing streaming functionality. The API 
can be utilized in service components (e.g. image resizer, transcoder) as well as in 
boundary nodes (IRMOS clients, e.g. capture nodes, computer displaying video).  

• Furthermore the common network access types should be abstracted within such 
an API so that each service component can use a common interface which can be 
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configured at instantiation time, e.g. accessing and using a VSN behind a 
transcoder ASC.  

• There has to be an implementation of ‘streaming service components’ with the 
desired functionality based on the aforementioned API. These service 
components behave like any other IRMOS service components. Besides, they may 
serve as sample services for the IRMOS demonstrator. 

4.1.2.2. Multipoint Control Unit (MCU) 

Audio, Video and messaging service allows the possibility of having a multi- video and 
audio conference between several participants. This service is very useful especially for 
scenarios where several, geographically distributed participants should collaborate with 
each other. 

MCU

Panther
Application Server Tiger Media Server

Audio
Mixer

Video
Mixer

Mcu
Service

SI
P RT

P

SCP

© Telefónica I+D
 

Figure 13  MCU service architecture 

The MCU is composed by the following components: 

• Panther Application Server is a standard SIP Servlets 1.0 container (it could be 
replaced by any container following the JSR-116 specification). 

• The MCU Service is SIP Servlet Service in charge of managing the calls established 
with terminals and the communication with the Media Server using the 
proprietary protocol SCP. 

• The Tiger Media Server is a multimedia server that receives RTP flows from the 
terminals. Two modules inside the Tiger Media Server are in charge of mixing the 
audio and video content. These modules support different CODECS and other 
parameters such as bandwidth, size and audio mix mode. 

Service Interfaces 

The Multipoint Control Unit offers two different interfaces to the users and terminals: 

• SIP interface (Session Initiation Protocol) 
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• HTTP interface: Access to the MCU functionality by means of a web page 
Functionalities 

• Conference room creation: The process of creating a room conference is done by 
means of a simple call to a certain URI addressed to the MCU service. When a 
terminal decides to create a room conference it should also create a new URI (to 
identify the room conference) and call the MCU. After this, the room conference is 
created and identified by the URI selected by the terminal. 

• Conference room access: Any terminal could access a certain room conference by 
making a call to the URI that identifies the room conference. 

• Inviting a participant to a conference room: A participant in a certain conference 
session can invite another user to enter into the session. This invitation can be 
done by the two interfaces mentioned above (SIP and HTTP interfaces). 

• Discarding a participant from a conference room: A participant can be taken out of 
a certain conference session by means of both interfaces (SIP and HTTP). 

• Receiving information: The MCU allows getting information about the conference 
rooms and the participants in each conference room by the SIP and HTTP 
interfaces. The MCU is able to notify the participants in each conference room, this 
service does not require subscription. 

• Other functionalities: The MCU allows the monitoring of the conference call state. 

 

4.2. Technical Requirements 
Technical requirements are related to infrastructure and resource parameters, e.g. 
bandwidth, CPU power etc. Therefore we need to discuss  

• The kind of resources that need to be specified 
• The fixed values for the resource parameters. 

The latter depends on the use cases and are required in order to allow the 
dimensionality of the resources (both logical and physical).  
In terms of technical parameters, these break down to a list of most common parameters 
as they are listed are listed in Table 2 in the next chapter. These are parameters that 
have direct influence on the performance on network links and computational 
resources, e.g. CPU, RAM. They pose the constraints towards the SOI and especially the 
IRMOS infrastructure for applications to run successfully. However as clients using an 
application, provided by an application provider, in many cases might be unaware of the 
fine grained details of technical requirements, they most likely specify their application 
specific requirements on a rather high level that in the end has to be mapped to the low-
level parameters listed in the table in chapter 4.3. At this point a mapping comes into 
place that should be provided by the IRMOS framework services based on application 
specific input for mapping for the different parameters being specified by an AC. This 
application specific input can be provided on the basis of an Application Service 
Component Description (ASCD) where hints and simple rules can be provided to enable 
mapping and improve the quality and reliability of parameter mapping. 
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As there are reasons for application components, which are previously also named ACC 
or EASC, to run outside of IRMOS, it is clear that this directly goes along with a “last mile” 
of communication infrastructure which is not under the control of IRMOS and where no 
real-time guarantees can be provided by IRMOS, but rather a best-effort approach is 
followed. However this also goes along with parameters for the application to place 
important ASCs in close proximity to ACCs and EASCs to reduced the length of best-
effort communication. One other aspect of the ACC and EASCs are of course that IRMOS 
has no influence on resource parameters, however during setup of these components it 
is assumed that a resource with sufficient capabilities is selected, by the actor setting up 
the component. 
A common requirement which is desired by several application scenarios is the need for 
GPU support in an Execution Environment. GPU support means the direct access of ASCs 
to a graphic processor unit (GPU) installed at the physical host. This hardware resource 
is commonly used in modern applications where algorithms are shifted from the classic 
CPU to a GPU which is even more powerful for specific tasks such as image processing or 
parallelized code using technologies such as CUDA[7].  
However support for direct access to GPUs in virtual machines is not widely spread 
across VM developers and their respective VM products. In terms of real-time 
processing of data in ASCs it would be however a great improvement to have GPU 
support especially when looking at load of CPUs when thinking of multi-VMU 
environments. As it is clear that this functionality is accompanied with big effort, 
especially as current virtualisation environment not adequately support direct GPU 
access through GPU drivers, this requirement is considered a nice-to-have feature while 
not being a requirement that is absolutely necessary for running the ACs of the three 
application scenarios. 
Mapping is used to translate application (‘high’) level parameters to resource (‘low’) 
level parameters for reservation. While the mapping itself will be performed by the 
framework services in an application agnostic way, the necessary input has to be 
provided by the application side. As mapping will be done on AC level this comes down 
to the AC developer. Obtaining useful performance data however requires an 
environment for benchmarking and meaningful test set-ups (parameters and I/O data 
sets). This enables the usage of ACs (and applications containing them) to be used in a 
variety of different – but predefined – settings and its resource reservation.
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4.3. Table of key parameters  
ID/Name Definition Way to measure Layer Other considerations

KP-VM01/Size In GB System par.

KP-VS01/Size In GB System par.

KP-VS03/Random-access 
time

Time for data access, for 
various sizes and R/W 

In ms (average & worst 
case)

WP6

KP-VS04/Jitter Variations in hdd/flash to 
memory latency

Statistics of hdd/flash to 
memory latency 
variations

WP6

KP-PS01/Size In GB System par. WP4 WP6

WP4
WP6
WP4
WP6

KP-PS04/Jitter Variations in hdd-memory 
latency

Statistics of hdd-memory 
latency variations

WP6

Volatile memory

In ms (average & worst 
case)

These parameters allow app 
programmers to create a data 
flow design making a trade 
off between fast & expensive 
volatile (RAM) memory, 
volatile (HDD, Flash, …) 
node storage and persistent 
network storage

Persistent storage

These parameters allow app 
programmers to create a 
data flow design making a 
trade off between fast & 
expensive volatile (RAM) 
memory, volatile (HDD, 
Flash, …) node storage and 
persistent network storage

Sliding window big enough to 
compensate previously 

Motivation

Sustained in-memory 
copy speed

Time for data access, for 
various sizes and R/W 
mix

These parameters allow app 
programmers to create a 
data flow design making a 
trade off between fast & 
expensive volatile (RAM) 
memory, volatile (HDD, 
Flash, …) node storage and 
persistent network storage

Time for data access, for 
various sizes and R/W 
mix

Sustained hdd-memory 
copy speed

In MB/sec, over a sliding 
window

WP6

In MB/sec, over a sliding 
window

WP6 Sliding window big enough to 
compensate previously 
measured jitter

KP-VM02/Bandwidth

KP-PS03/Random-access 
time

KP-VM03/Random-access 
time

KP-PS02/Bandwidth Sustained hdd-mem copy 
speed

In ms (average & worst 
case)

WP6

In MB/sec, with sliding 
window

Sliding window big enough to 
compensate previously 
measured jitter

Volatile storage

KP-VS02/Bandwidth
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ID/Name Definition Way to measure Layer Other considerations

Variations in  node-node 
(i.e., variance of latency between 
network packages of a video 
stream)

KP-C01/Concurrency Number of concurrent 
access to the server

Maximum number of  
concurrent users

WP7

KP-C02/Uptime Time in which the 
network is running

Perceptual WP7

Common
Needed for multiuser 
applications 

Processing

Whether or not packages 
of streams that are linked 

Required for  RemoteAR and 
A/V stream synchroniz.

True/False WP7

Sustained node-node 
transfer speed.

Sliding window big enough to 
compensate previously 

KP-N04/Jitter Statistics of variations in 
latencies experienced by 
different packets

WP7

In ms WP7

Needs to be guaranteed to 
allow a certain, guaranteed 

In MB/sec, over a sliding 
window (transfer-rate can 

WP7

Network

Metrics of a single node 
computational 
performance

Need sustained CPU 
availability for real-time

WP6 WP4 A reference architecture may be 
used as reference unit

Values output by various 
benchmark applications

Metrics of a graphics 
subsystem performance

Needed for SLA about 
failures

Need sustained GPU 
availability for real-time

WP6 WP4 A reference architecture may be 
used as reference unit

Values output by various 
benchmark applications

In ms WP5

KP-P01/CPU performance

KP-P02/GPU performance

KP-N01/Framework 
Services Latency
KP-N02/Latency

KP-N05/Datastream 
synchroniz.

KP-N03/Bandwidth

Request-Response round-
trip delay for framework 

Quantification of the 
Framework services 

Round-trip delay between 
two nodes, for various 
packet sizes

Small delay important for 
interactive applications

Motivation

 
Table 2  Key Parameters 
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5. Analysis of the Scenarios 
5.1. Application independent Use cases 

IRMOS Framework

Client

Login

«uses»

Requirments
specification

«uses»

SLA negotiation
and acceptance

«uses»

SLA and resource
monitoring

«uses»

© University of Stuttgart
 

Figure 14  Overview Use cases for actor interaction with the IRMOS framework 

There are application agnostic use cases that have to be performed for all applications 
intended to run on IRMOS as shown in the figure above. These use cases are all related 
to the SLA negotiation before application execution and the monitoring during execution 
of the application. These use cases describe tasks to be performed by an actor to 
authenticate towards the IRMOS platform, specify requirements of the application 
affecting resource selection and interconnection of resources in IRMOS and finally 
accept a negotiated SLA based on the given requirements. A final use case describes an 
overview of interaction with monitoring of parameters, that are essential for real-time 
aspects to the application, as well as monitoring of application performance as far as this 
is supported by the components of the application. These use cases are described 
already in the deliverable [1] of work package two of the IRMOS project 
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5.2. Digital Film Postproduction 
 

 

Figure 15  Workflow used for the selected postproduction scenario 

 

In this chapter workflow of the digital film postproduction scenario sketched in  
Figure 15 will be analyzed: 

 

Dailies 24Production 
Ingest of audiovisual material onto the central persistent storage node is done 
asynchronously, whenever new material becomes available in the form of audio tapes, 
film lab rolls, digital field recorder data or direct network input from a production site. 
Audio / video sync, basic editing and colour correction towards Dailies deliverable are 
made on proxy material.  

 

Dailies Review 
The visualisation of yesterdays content i.e. the “Dailies” happens in a synchronised 
manner, i.e. the application using the IRMOS platform provides multiple streams of the 
same content to the group in order to discuss the quality of yesterdays work. When 
needed, the streaming can be stopped, the necessary changes discussed with the others 
and, comments added, and the streaming started again.  

 

Editorial  
References to all material that have passed the first acceptance threshold during the 
Dailies Review process are passed to the editorial team, i.e. the director and the editor.  
A large amount of browsing is done by them to obtain an overview of the available 
material and its fitness for assembling an edited deliverable in accordance with the 
script of the production. This work is always done on the basis of proxy images in order 

                                                        
24 Dailies in filmmaking, is the term used to describe the raw, unedited footage shot during the making of 
a motion picture. They are so called because usually at the end of each day, that day's footage is developed, 
synched to sound, and printed on film in a batch (and/or telecined onto video tape or disk) for viewing the 
next day by the director and some members of the film crew. … © wikipedia.org 
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to limit the necessary network and storage bandwidth. As an output of the edit process 
an “edit decision list” is created that describes the sequence of scenes that will constitute 
the edited production.  
 
Autoconform 
Based on the edit decision list, the autoconform service that may be queried by all 
subsequent steps delivers references both to proxy and full resolution versions of the 
production in the order decided by editing. 
 
Dust & Scratch removal 
This step consists of a mix of automated issue detection and semi-automated resolution. 
The Dust & Scratch service performs the automated detection and correction of 
unambiguous visual defects. The operator verifies this result, frequently switching 
between single frame review and real-time playback of short sequences and constructs a 
list of operations for completing this step. The necessary computation for this 
completing step may be done on the operator workstation or commissioned as a job to 
the D&S service, depending on complexity or degree of operator interaction needed. 
 
Visual Effects (VFX)  
Visual effects shots require the most human attention but also the most compute power 
to create them. For this reason, even today shots are distributed on a shot-by-shot basis 
to different artists or even VFX facilities. With each VFX artists desktop becoming an 
IRMOS access node, shot dispatch could be automated and data delivery done via the 
network rather than on a portable hard disk drive. 
 
VFX artists first browse the available visual material that they are supposed to take as a 
basis for their VFX creation. Depending on their needs they may browse proxy material 
in real time or faster, and can request still frames or short sequences of full-res material 
where necessary. The artistic VFX creation usually is verified on the artist’s workstation 
in real time using lower resolution, before the full resolution version is commissioned as 
a render job.  
 
Compositing 
VFX shots as well as ordinary scenes usually become available in an arbitrary order 
rather than in the order defined by the edit decision list. Assembly of scene elements 
and creation of final scene transitions can then also be done in a non-linear workflow.  
 
Final colour correction 
This step is the main part of the final approval process. The colourist will prepare a 
finished version interactively, with the full-resolution material being computed by the 
colour correction service in the background, preferably in real time.  
 
Approval sessions will be scheduled with director(s) and producer, using the IRMOS 
attached remote review and screening facilities if needed. The colourist will work 
interactively with the production team to resolve any issues identified during the 
approval screening. An audio conference (possibly videoconference) is needed if teams 
are in different locations.  
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Even at this late stage, decisions by editing or VFX might be overturned and individual 
shots referred back to the respective artist. With the IRMOS platform this artist can be 
made part of the approval session and, depending on the complexity of the desired 
changes and the availability of compute resources in the IRMOS-enabled facility, new 
versions of the disputed shots may be created with very short delay.  
 
Final sound 
Sound post production is an almost separate process running in parallel to the video 
postproduction process. Based on the edit decision list and on sound recordings from 
actors, music production, noise generators etc. audio engineers have generated the 
movies soundtrack. Final sound means the final synchronisation of the sound (many 
channels) to the edited video and polishing (i.e. an iterative and interactive process) of 
the results to achieve the perfect impression as requested by the director.   
 
Generate Versions 
Versioning generates the different versions needed for distribution i.e. nationality 
adapted films with different languages, different ratings (some scenes removed), 
different distribution channel e.g. digital/analogue cinema, DVD, BluRay, broadcast, 
online. The idea behind this process is: 
 
Use lower resolution proxy versions of the movie and have several people working in 
parallel on the individual versions: lay down different languages, create subtitles, edit, 
pan etc. Store all changes made as instructions and finally apply these instructions in an 
automatic batch type of process to the high resolution content. 
 

The above workflow can be decomposed in the use cases as shown in Figure 16  (only 
the orange coloured use cases are detailed later on): 
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Figure 16  Use Case diagram Postproduction 

 
FPUC05: Ingest Film/Audio content 

High resolution film scanning is a real-time operation, where a continuous data-stream 
at a given data rate is created. The application has the possibility to adapt the scanning 
speed to the available bandwidth of the network and storage. The selected scanning 
speed is constant for one Ingest session and therefore the IRMOS network service must 
guarantee the QoS.  
For application monitoring purposes the lower resolution proxies are sent back to the 
application rather than the original high-resolution frames, thus reducing the datarate. 
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Introduction  
 

Upload content into the system 

Actors Colourist 
Pre-conditions 
 

IRMOS up and running, Colourist logged into IRMOS  

Post-conditions Content available for further processing steps 
Basic Flow 
 

1. Allocate storage 
Directory name and estimated storage size are send to 
the storage unit 

2. Allocate scanner, player 
Prepare scanner and get scanning parameters from 
scanner 

3. Load pull list25 
Load list with film frame (or time code) numbers into 
application 

4. Start ingest 
Application selects scanning speed according to the 
available bandwidth of the scanner-network -storage 
connection. 
The ingest application performs film scanning from 
frame no. x to y according to the pull list.  
IRMOS streaming service controls the data transfer 

5. Monitor ingest 
A reduced resolution (and data rate) proxy copy is 
processed and streamed to the application 

6. Stop ingest at end of list 
Application sends stop command to the scanner and 
closes the directory at the storage unit 

7. Release resource. 
Alternative Flows  
Special Requirements 
 

The overall allowable costs for this process has been 
defined by the producer during the system configuration 

Real-Time Requirements Ingest process ends at a time that is predicted by the 
system and shown during the negotiation of available 
bandwidth step itself 

Use case relationship None 

FPUC08: Primary colour correction 

The primary colour correction uses only the low resolution copies from the IRMOS 
storage unit. The user selects the colour correction parameters and the IRMOS colour 
correction service changes the selected colours of the frames of the proxy data stream in 
real time. 

                                                        
25 pull list: list of scenes which will be ingested (pulled) of the scanner  
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Introduction  Primary colour correction of film scenes 
Actors Colourist 
Pre-conditions Film scenes are ingested and available on storage unit 

Colourist is logged-in in the IRMOS service 
Post-conditions Corrected scenes are available for review and further 

processing 
Basic Flow 1. Colourist selects the scene: 

Directory name is sent to the IRMOS storage unit; the 
parameters of the scene (resolutions, data rates and 
metadata) are reported back to the application. 

2. Playback of the scene using IRMOS streaming service 
The application requests a steaming session from the 
IRMOS streaming service. 
The streaming service calculates the possible 
connection parameters and sends these back to the 
application. 
The application chooses one parameter set, resolution 
and data rate and requests the streaming of the scene 
from frame no. x to y 
streaming of the selected frames from the storage to the 
application and to the colour correction service in 
parallel. 
the frames with the metadata (time code) are stored in 
the memory of the colour correction unit and in a buffer 
memory of the application 
As soon as a continuous playback to the frames is 
possible (2 to 3 frames delay) the pictures are decoded 
and displayed at the user interface of the application 

3. User selects In-point by using control commands 
(rewind, step, play) for the playback of the pictures 
During stop, rewind and step the streaming continues 
and the requested pictures are decoded from the buffer 
memory of the application. 
In fast forward mode the frames are requested from the 
storage directly and shown on the display 

4. Colourist adjusts the colour of the frame by sending 
the correction parameters to the IRMOS colour 
correction service 
The frame number and the parameters of the colour 
correction are send to the colour correction service. 

5. The service processes the picture and send it back to 
the colourist 
Colour correction is performed with the requested 
picture(s) which was stored in the local memory and 
the picture(s) were send via the IRMOS streaming to the 
application 
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6. If the colour is correct, the user selects the out point 
for this parameter set by playback the corrected 
sequence 
Real-time streaming from the colour correction service 
to the application 
the parameters and time code values are stored inside 
the application 

7. If there is a correction to the colour to be made, the 
previous adjustment steps are repeated 
The application sends the parameters of the requested 
frames an the values for colour correction to the colour 
correction service 
colour correction is performed with the original stored 
frames and send back to the application  

8. The colourist selects the next scene for correction 
The previous steps are repeated with different time 
code values 

9. Next scene is corrected as described before 
10. After all scenes are corrected the user stores the 

scenes and the parameters for the colour correction as 
metadata onto the storage 
The parameters for colour correction are send back to 
the storage unit, where they are stored as metadata to 
the appropriate frames (time code) 

 
Alternative Flows 1) If there already exists a list of colour correction 

parameters the colourist loads this list into the IRMOS colour 
correction service 
In step 2 the frames are streamed from the storage unit 
together with the metadata (colour correction parameters) to 
the colour correction service 
The colour correction service processes these frame and then 
they were streamed to the application 

Special Requirements None 
Real-Time 
Requirements 

Reaction time to operator controls should be around 200ms 
i.e. sending the parameters to the colour correction service, 
perform the correction with the selected resolution and send 
this frame back to the application 

Use case relationship None 

FPUC10: Review with director(s), producer 

This use case is done with the low resolution copies from the IRMOS storage unit only. 
Each of the reviewers can control the playout of the proxies from the IRMOS Storage 
unit. 
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Introduction  
 

The scenes are reviewed by the team 

Actors Director, colourist, editor, VFX operator, sound operator 
Pre-conditions Film scenes are ingested and available on storage unit 

Consumers  are logged-in in the IRMOS service 
Post-conditions The scenes are available for processing 
Basic Flow 1. The director opens the directory of available scenes 

and select one 
Directory name is send to the IRMOS storage unit; the 
parameters of the scene (resolutions, data rates and 
metadata) are reported back to the application. 

2. One authorised user clicks on the play button of the 
GUI 
The application requests a steaming session from the 
IRMOS streaming service. 
The streaming service calculates the possible connection 
parameters (the lowest data rate and resolution of all 
connections) and sends these back to the application. 
The application chooses one parameter set, resolution 
and data rate.  

3. The AC playout-service streams the requested scene of 
the proxy server as a multicast service to the 
connected users 
 the application requests the streaming of the scene 
from frame no. x to y 
streaming of the selected frames from the storage to the 
users in multicast by the IRMOS streaming service. 
each user terminal decodes the pictures in real-time 

4. Each user may stop or pause the playout  
each application may send a stop command to the 
IRMOS streaming service to pause the transmission. The 
last frame (time code) is resend to all users, so each 
application shows the same frame 

5. Each user may step back or forward a number of 
frames by the use of a slider or button in the GUI, 
where the IRMOS- playout service delivers the desired 
picture in multicast mode 
Each application may send a time code number via the 
IRMOS streaming service to the storage unit. 
The desired frame(s) are send in multicast mode (in 
play-mode in real-time) to the connected applications. 

6. Each user may set up a comment which is stored as 
metadata  
Each GUI has the possibility to key in commands, which 
are handled as metadata. 
These metadata are send to the storage unit, where it is 
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stored together with the associated time code and 
resend to all the connected applications where it is 
displayed. These metadata may be changed by each of 
the user and resend to the IRMOS service. 

7. Each user may request a multicast playback function 
from the IRMOS service 
the application requests the streaming of the scene from 
frame No. x to y 
streaming of the selected frames from the storage to the 
users in multicast by the IRMOS streaming service. 
each user terminal decodes the pictures in real-time 

Alternative Flows None 
Special Requirements None 
Real-Time 
Requirements 

Reaction time to operator controls should be around 200ms 
time for set up the command via the IRMOS streaming service 
to the storage unit and the first frame send (in multicast) back 
to the user-terminals 
Multicast streaming in real-time playback of the decoded 
pictures may be stored in a cache memory for 2-3 frames 
(max.) in play mode, so jitter can be controlled by the reading 
of the local cache memory 

Use case relationship None 

 FPUC12: Main edit (n-times parallel) 

 
Introduction  Editing of the scenes 
Actors Editor(s) 
Pre-conditions Film scenes are ingested and available on storage unit 

Editors are logged-in in the IRMOS service 
Post-conditions The scenes are available for viewing or further processing 
Basic Flow 1. The editor opens the directory of available scenes, 

selects the first one and drops it to a timeline of the GUI  
Directory name is send to the IRMOS storage unit; the 
parameters of the scene (resolutions, data rates and 
metadata) are reported back to the application. An edit-
list is created in the content managements system. The 
name of the selected scene is registered in the edit list and 
a message is send to all the connected users to update the 
list. 

2. Each editor can choose a scene and add this in the time-
line to the first one, etc. 
point 1 is repeated, etc. 

3. The editor clicks on the play button of the GUI 
The application requests a streaming session from the 
IRMOS streaming service. 
The streaming service calculates the possible connection 
parameters (the lowest data rate and resolution of all 
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connections) and sends these back to the application. 
The application chooses one parameter set, resolution 
and data rate.  

4. The IRMOS playout-service streams the requested scene 
of the proxy server to the connected users  
the application requests the streaming of the scene from 
frame no. x to y according to the edit-list. 
The selected frames from the storage to the users are 
streamed out by the IRMOS streaming service. 
The pictures are decoded in real-time 

5. Each user may stop or pause the playout  
each application may send a stop command to the IRMOS 
streaming service to pause the transmission. The last 
frame (time code) is resend to all users, so each 
application shows the same frame 

6. Each editor may step back or forward a number of 
frames by the use of a slider or button in the GUI, where 
the IRMOS- playout service delivers the desired picture 
each application may send a time code number via the 
IRMOS streaming service to the storage unit. 
The desired frame(s) are send (in play-mode in real-time) 
to the connected applications. 

7. The editor may select this frame as an IN-point. The 
Dailies editing service will delete all previous frames in 
the edit decision list. This edit decision list is shown as a 
graph in the GUI with a marker of the current frame 
The time code of the selected frame is marked in the edit-
list as IN-point and a message is send to all the connected 
users to update their edit-list. 

8. The database manager associates the IN-point to the 
time code of the selected frame of the proxy datastream 
The content management system of the application 
synchronizes the time code values of the proxy with the 
high-resolution time code values in the database 

9. The editors may play or step forward a number of 
frames, where the IRMOS- playout service delivers the 
desired picture in multicast mode 
Each application may send a time code number for the 
selected frame via the IRMOS streaming service to the 
storage unit. 
The desired frame(s) are sent in multicast mode (play in 
real-time) to the connected editors. 

10. The editor may select this frame as an OUT point in the 
edit decision list 
The time code of the selected frame is marked in the edit-
list as OUT-point and a message is send to all the 
connected users to update their edit-list. 

11. The next IN-point is selected 
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see points 7 and 8 
12. The editor selects a transition function between the 

OUT- and IN-point. 
The time code values, the transition type and duration 
are stored in the edit-list of the content management 
system.  
The old values are stored in the database. 

13.  All pictures between the IN and the previous OUT point 
are discarded, the transition function is selected and the 
edit decision list is updated accordingly in the GUI of all 
users, etc. 
A message is send to all connected editors to update their 
lists. 

14. One editor may request a multicast playback from the 
beginning or a selected frame in the edit decision list  
the application requests the streaming of the scene from 
the selected frame numbers 
the selected frames are streamed from the storage to the 
users by the IRMOS streaming service. 
each user client software decodes the pictures in real-
time 

15. The IRMOS playback function will stream the frames 
seamlessly according to the edit decision list 
the selected frames are streamed from the storage to the 
users by the IRMOS streaming service. 
each user client software decodes the pictures in real-
time 

Alternative Flows UNDO: 
After setting IN and OUT points these can be changed: 

1. A user selects one existing IN / OUT point 
2. The user selects the UNDO function 

The UNDO command and the selected time code is send to 
the editing list. The old values from the database are 
restored in the list. 

3. The edit decision list graph shows the original number 
of frames 
A message is send to all connected editors to update their 
lists. 

4. The user sets the command for the IRMOS player for a 
special frame or play 
The application sends a time code number for the selected 
frame via the IRMOS streaming service to the storage 
unit. 

5. The IRMOS playback service delivers the requested 
frame(s) in multicast mode 
The desired frame(s) are send in multicast mode (play in 
real-time) to the connected editors 

6. The user selects a new IN /OUT point 
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The time code of the selected frame is marked in the edit-
list as IN-point and the old values are stored in the 
database memory;  
The selected frame is streamed to all editors in. 

7. The editing system discards the frames before the new 
IN or after the new OUT point from the edit decision list 
A message is send to all the connected users to update 
their edit-list. 

EXTRACT /INSERT: 
1. The user selects one scene (between IN and OUT point) 
2. The user selects the extract function 

The extract function and the selected time code values 
are send to the application edit-list. 

3. This scene is removed from the edit decision list, where 
the following scenes are shifted seamlessly to the last 
OUT point 
The edit list is updated and the new values are calculated. 
The old time code numbers are stored in the database 
memory 

4. The user selects a cut point (OUT/IN) 
5. The user selects the INSERT function 

The insert function and the selected time code values are 
send to the application edit-list. 
The new edit-list is calculated by the editing application 
using the old “extract”-values from the database. 

6. The previously removed scene is inserted between the 
existing OUT and IN points in the edit decision list 
a message is send to all the connected users to update 
their edit-list. 

Special Requirements None 
Real-Time 
Requirements 

Reaction time (activating a button and receiving the desired 
picture) less than 200ms 
Multicast streaming in real-time  

Use case relationship None 

FPUC13: Autoconform  

All editing functions and colour corrections were done with the lower resolution 
pictures. The processing parameters are stored as metadata in the content management 
system. Within the “Autoconform” use case the selected algorithms will be applied to the 
high resolution pictures using clustered processing units controlled by the IRMOS 
infrastructure. 

 
Introduction  The changes and processing which are selected on proxy 

frames are applied to the high resolution film pictures 
Actors Director 
Pre-conditions All material is already ingested and the decisions for 

processing are made and stored as metadata 
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Post-conditions The film scene is ready for playout 
Basic Flow 1. the director selects the file 

2. The management of the IRMOS-service selects the 
associated metadata file 
The file names and metadata list are selected from the 
application management service  

3. According to the metadata the Service requests the 
frames defined by the IN and OUT values from the high-
resolution storage 
The processing parameters, the file-names and time code 
numbers are send to the IRMOS service. 
The processing elements are selected by the IRMOS 
service. 
The program for the processing is loaded from the 
application to the processing units 
The user is notified with a message about the estimated 
processing time. 

4. The selected pictures are sent to the requested service 
together with the action metadata list 
The IRMOS service selects the pictures from the high-
resolution storage and transfers these to the to the 
processing units.  

5. The IRMOS service processes the pictures and stores 
the results back onto the storage 
The IRMOS service receives the processed pictures from 
the processing units and stores these in the correct order 
in the memory.  

6. For the next processing steps these actions are repeated 
7. After completion the user is informed by a message on 

his GUI 
The IRMOS service sends a message to the application 
with the information about the storage location of the 
processed file(s) 

Alternative Flows None 
Special Requirements None 
Real-Time 
Requirements 

Maximum allowable duration for this process will be calculated 
during the SLA negotiation.  

Use case relationship None 
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FPUC18: Generate versions 

The finished version may be changed by selecting an output format which is different 
from the stored version (e.g. resolution, aspect ratio, colour settings etc.). Similar to the 
“Autoconform” function the desired output format(s) has to be processed by the IRMOS 
service.  

 
Introduction  The final version(s) for delivery are generated 
Actors Director, Editor, Colourist 
Pre-conditions All processing is already done with the autoconform function 
Post-conditions The film is finished 
Basic Flow 1. The director selects the directory where the finished 

high resolution pictures are stored 
2. The user selects the output version 

The application sends the selected file name(s), time code 
lists and processing parameters to the IRMOS service.  

3. The IRMOS service selects the parameters for this 
version (i.e. picture size, colour look-up tables) 
The processing elements are selected by the IRMOS 
service. 
The program(s) for the processing is loaded from the 
application to the processing units 
The user is notified with a message about the estimated 
processing time. 

4. The IRMOS service sends the files together with the 
parameter set to the selected processing unit 
The IRMOS service selects the pictures from the high-
resolution storage and transfers these to the to the 
processing units.  

5. The processed pictures are stored in the storage unit 
The IRMOS service receives the processed pictures from 
the processing units and stores these in the correct order 
in the memory.  

6. For the next processing  the same steps are repeated 
7. After all processing is finished the user is notified about 

the status with a message in his GUI 
The IRMOS service sends a message to the application 
with the information about the storage location of the 
processed file(s) 

Alternative Flows None 
Special Requirements None 
Real-Time 
Requirements 

Max. allowable duration for this process will be calculated 
during the SLA negotiation 

Use case relationship None 
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5.3. Virtual and Augmented reality 
In this chapter we sketch the basic scenario setup when working with COVISE in IRMOS. 
In general a typical workflow always starts with a simulation run for an engineering 
prototype, e.g. water turbine prototypes or car prototypes. The computed data is going 
to be stored on a data storage provided by the EE. Next step in the workflow is starting 
up the COVISE workflow modeller which actually is the MapEditor application. By 
adding modules in the editor that can read the stored data, pre-processing it and 
visualise it through a renderer module the COVISE workflow is generated. 

 

Simulation
Calculation

Data
Storage

COVISE
Workflow-Modelling

Visualisation

Feedback,
Parameter-
Adjustment

Physical Prototype

Online-Simulation

© University of Stuttgart  
Figure 17  Basic COVISE Workflow 

Upon execution of the created workflow the data created during the simulation run is 
read from the data storage and the corresponding visualisation is generated. By 
interacting with the visualisation some parameters might be changed that influence 
modules of the COVISE workflow. These parameter changes are then passed back to the 
module to be considered in the next processing step and thus updating the visualisation.  
Out of this and based on the use cases of deliverable D2.1.1[1] important use cases have 
been listed below and described in terms of application mechanics and communication 
requirements to service interfaces provided by the IRMOS framework. The overview 
across the high-level Use cases directly involving the client as an actor is shown in the 
following chart, as a preparation for the upcoming use case descriptions. . 
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COVISE AR System
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Partner
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© University of Stuttgart

 

Figure 18  Overview Use cases for actor interaction with the COVISE System 

 
VAR05: Start COVISE 

 
Introduction This use case is describes the start-up 

of COVISE on his locally available 
computer 

Actors 
 

Client 

Pre-conditions 
 

Hardware is powered-up and running, 
COVISE software is installed 
appropriately 

Post-conditions 
 

COVISE is started and the required 
and used hardware is initialized and 
connected properly. The COVISE 
application is ready for work 

Basic Flow 
 

1)Application Start by either double-
clicking a application icon or entering 
the command COVISE on the console 
The start of the application includes 
the MapEditor application that is the 
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editor of the workflow creation process. 
Furthermore background processes for 
data-management and multi-node 
communication are started and put 
into operational state. 

Alternative Flows 
 

1b)If any of the steps in Basic flow 
fails, the application terminates 
This especially includes failure of one of 
the background processes as 
mentioned in the basic flow. These 
background processes are 
indispensable for operation of COVISE. 

Special Requirements 
 

  

Real-Time Requirements 
 

 Timing for the start-up of COVISE is 
dependent to local system capabilities. 

Use case relationship 
 

 

 
VAR06: Change Position of Augmented Reality spectator 

 
Introduction This use case describes the action of 

the user when physically changing the 
position or orientation of the AR 
equipment or a tracked prototype 
model. This in conjunction with 
recorded markers has consequences 
for the calculated position and 
orientation of a physical object 

Actors 
 

Client 

Pre-conditions 
 

COVISE is running, a map is loaded, a 
VR/AR session is running 
collaboratively. 

Post-conditions 
 

The orientation and position of the AR 
equipment has changed. The change is 
reflected within the COVISE software 
accordingly 

Basic Flow 
 

1)Change position and orientation of 
AR equipment or prototype 
Describes the physical process of 
changing real-world object’s position 
or orientation. However in this context 
only objects equipped with an AR 
marker are of interest.  
2)COVISE visualised 3D geometry is 
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updated to correct position and 
orientation on the screen or 
projection space as well as updating 
the data for RemoteAR collaborative 
endpoints 
The changed physical setup is recorded 
by a camera. Based on these recorded 
images, algorithms are applied that 
compute orientation and position of 
the marker in the real-world. The 
extracted two vectors describing these 
values are then passed along to 
COVISE’s renderer component which 
then can determine the position, size 
and orientation of a computed 
geometry to be overlaid and mixed 
with the recorded images. Beside the 
local usage of the calculated position 
and orientation information, these are 
also used to update the according 
visualisations of remote partners. In 
the IRMOS context the rendering 
component of COVISE which got the 
calculated results from the Augmented 
Reality component, sends this 
information to the video streaming 
service running in an EE in IRMOS. In 
parallel it also transmits the video 
stream recorded by the local camera. 
The video streaming service 
multiplexes video and positional data 
into one stream and sends it over the 
IRMOS infrastructure out to the remote 
partners. 

Alternative Flows 
 

1b)If any of the steps in Basic flow 
fails, the application quits  
The extracted information can, if 
computed wrong, lead to wrong 
behaviour of the application.  

Special Requirements 
 

  

Real-Time Requirements 
 

In the basic flow step 2 of the use case, 
the update has to happen in real-time 
synchronised with the related frames 
of the AR video stream. This has direct 
impact on parameters: 

• KP-N02 
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• KP-N05 
• KP-C01 

VAR07: Load COVISE map 

 
Introduction This use case describes the action of 

loading a map into COVISE which is a 
file of a stored visualisation setup. 
Based on such a configuration 
rendering components and additional 
hardware is connected, allowing for 
distribution of modules contributing 
to the overall visualisation 

Actors 
 

Client 

Pre-conditions 
 

COVISE is running 

Post-conditions 
 

COVISE is running, a COVISE map has 
been loaded, based on the map-file 
additional hardware has been 
initialized, setup and connected 

Basic Flow 
 

1)Select file in file dialog 
The actor opens the file dialog for 
loading a COVISE network file which 
describes the workflow of a 
visualisation session. 
2)Accept 
Upon accepting the file selection the 
path and file are passed along to 
COVISE’s system components, e.g. 
parsers, data managers and 
application controller. 
3)File loading by COVISE 
The file is loaded which means that the 
described modules in the network file 
are loaded and inter-connected 
according to the network file 
information. This includes establishing 
remote connections to hosts that might 
host one or more modules. These hosts 
can be located in the IRMOS domain as 
EE and therefore the host information, 
like the IP-address has to be requested 
from the IRMOS framework on the 
basis of the negotiated SLA. 
Furthermore packages containing the 
modules to be executed in an EE are 
provided to the IRMOS framework for 
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successful deployment in the target EE. 
Besides connecting to modules, which 
can actually be ASCs in an EE, also 
connections to collaborative partners 
can be stored in such network files and 
therefore upon loading such a file 
triggers connection to these remote 
partners. However not reaching them 
will not interrupt the loading of the 
network file nor will the workflow be 
impacted as long as the remote partner 
didn’t host any modules of the 
workflow.  
4)Map configuration will be displayed 
in COVISE 
With each successfully loaded module 
the appropriate graphical 
representation of the module with its 
connections to other modules is 
displayed in the MapEditor application.  

Alternative Flows 
 

2b)When Cancel is selected in the file 
dialog the operation is aborted 
The MapEditor application stays in its 
pre-condition state. 
3b) When an error occurs during 
loading of the map, COVISE cancels 
the operation or reports the problem 
In general if a module fails to load due 
to various reasons, e.g. non-reachable 
swap-host, the module loading is 
cancelled however the other modules 
described in the network file are still 
loaded. This however leads to 
incompletely loaded networks which in 
most cases results in non-operational 
workflows. 
4b)If hardware required for a map-
configuration is not reachable or 
available somehow, COVISE reports 
this on its console, possibly trying to 
continuously contacting this hardware 
and reducing performance 
Specific hardware that is needed for 
core synchronisation of COVISE 
components in collaborative sessions 
can have performance impact in case of 
their absence due to e.g. failure upon 
loading. 
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Special Requirements 
 

 

Real-Time Requirements 
 

Performance of loading a map is 
dependent on I/O - operations on the 
local system as well as to response 
times of hard- and software connected 
through network, directly referring to 
a requirement for latency staying 
below human perceivable time span 
for the whole use case. This is also 
affected by establishing connections 
to ASCs in an EE where network 
latency should be handled within a 
standard delay common to nowadays 
network communication delays. 
Affected key parameters are 

• KP-N01 
• KP-N02 

The assumption is made that 
resources in IRMOS have been 
reserved in advance through proper 
SLA negotiation. 
 

Use case relationship 
 

This use case implies a whole set of 
further use cases which incorporate 
Augmented Reality, video streaming 
and eventually connection of a remote 
partner as described in the use case 
“Add collaborative partner” 

Additional explanation for VAR07: 
The whole process starts with the starting the CRB (COVISE Request Broker). This CRB 
is started on a remote computer. In case of a CRB to be started in an EE within IRMOS, 
host information has to be queried by COVISE or pushed to COVISE by IRMOS for the EE 
and if required the CRB application package being deployed. After the CRB is spawned in 
the EE,  the COVISE Controller component uses this CRB to locally start the desired 
module in the EE. However in addition the CRB on the local legacy system might also 
start modules which are on their side loading plug-in that need to connect to services 
which are deployed in an EE. This furthermore requires the plug-in to be able to get 
information to about the deployed service, so that in a consequence the plug-in can 
establish its connection to the actual deployed service in the EE.  
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Virtual and Augmented Reality: VAR08: Add collaborative partner 

 
Introduction Describes the use case of adding a 

collaborative partner  
Actors 
 

Client 

Pre-conditions 
 

COVISE is running 

Post-conditions 
 

COVISE is running and remotely 
connected to the collaboration 
partner across a network 

Basic Flow 
 

1)Dialog opens to select remote 
computer 
Remote partners are invited to a 
collaborative session on the basis of 
their computer’s IP-address. Therefore 
this dialog is intended to specify this 
connection information. 
2)Dialog opens to select method of 
connection 

- SSH 
- Daemon-based 
- RSH 

There are several methods to invite a 
remote partner to a collaborative 
session. SSH and RSH require the actor 
to have an active account on the 
remote partner’s machine. The 
daemon-based approach however 
works on the basis of the remote-
partners acceptance of an invitation on 
the basis of X.509 certificates as well as 
host white- and black-lists For SSH and 
RSH specification of credentials is 
imperative.. 
3)Settings accepted by actor 
After specification of connection 
specific information and the possibly 
required credentials, the actor starts 
the connection establishment through 
the according GUI button. This starts 
the internal process of connection 
establishment based on the selected 
method. 
4)New entry in COVISE-MapEditor is 
displayed showing collaboration 
partner’s hostname 
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The MapEditor application of COVISE 
lists every location that contains parts 
of the COVISE workflow in a treeview 
list. Presence of a remote host as an 
entry in this list is an indication for 
successful connection. 

Alternative Flows 
 

3b) Operation is cancelled by actor 
Upon cancellation of the invitation of a 
remote partner the connection will also 
not be build up. In case the addition of 
a collaboration partner has been 
triggered from a network file due to the 
fact that modules should be swapped to 
this remote location, the cancellation of 
the this action will result in the 
corresponding modules not being 
loaded. 
4b)If connection fails the operation  is 
aborted 
In case of unreachable remote hosts the 
dialog querying the remote connection 
details will display again to allow for 
adaptation of these settings. The action 
can then be cancelled or restarted with 
different settings. 

Special Requirements 
 

  

Real-Time Requirements 
 

Connection should be established in a 
human-perceived reasonable time 
period. 

• KP-N03 
• KP-N01 
• KP-C01 

Use case relationship 
 

This use case can also cause setup of a 
RemoteAR scenario incorporating 
video streaming. This would then also 
cause further subsystem-based uses-
cases that interact with the IRMOS 
framework 

 



IRMOS IRMOS_WP4_D4_1_1_
TSG_v1_0 

Interactive Realtime Multimedia Applications on Service Oriented Infrastructures Created on 09/02/2009 

D4.1.1 Definition of the three scenarios and their real-time requirements 
 

© TSG (GVG) and other partners of the IRMOS consortium 2008 -2009 page 63/86 

VAR09: Move module 

 
Introduction Actor moves a module from one 

resource to another one in the IRMOS 
framework using COVISE mechanism 
for module moving 

Actors 
 

Client 

Pre-conditions 
 

COVISE is started and running, as well 
as a COVISE map-file is loaded. The 
IRMOS resource has to be already 
negotiated and known in COVISE for 
the user to move the module to. 

Post-conditions 
 

The selected and moved module runs 
on the selected resources in the EE of 
IRMOS. 

Basic Flow 
 

1) Actor moves the module to the 
provided IRMOS resource. 

Alternative Flows 
 

1b) Actor does not move the module 
thereby effectively cancelling the 
operation. 

Special Requirements 
 

  

Real-Time Requirements 
 

The module movement has to happen 
in real-time, which means it should be 
within a time span that is acceptable 
for user experience. This is of course 
also based on network 
communication delays of nowadays 
networks. 

• KP-N01 
• KP-N02 
• KP-P01 
• KP-VM01 

Use case relationship 
 

Requires VAR005, VAR007, VAR003 
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VAR013: File Transfer 

 
Introduction Actor transfers data to the IRMOS 

resources as negotiated through the 
SLA using IRMOS’s file transfer means. 

Actors 
 

Engineer 

Pre-conditions 
 

SLA negotiated and accepted, Actor 
logged in to IRMOS 

Post-conditions 
 

The application data is available on 
the IRMOS resource. 

Basic Flow 
 

1)Actor specifies the data to be 
transferred to the IRMOS resource 
2)Data is being transferred 

Alternative Flows 
 

1b)Actor cancels data selection. The 
whole data transfer is cancelled. 
2b)If data transfer fails, the pre-
condition of module deployment is 
not meet, which should cancel the 
whole scenario. 

Special Requirements 
 

 Transfer should be encrypted 

Real-Time Requirements 
 

File transfer should not fail. Requires 
reserved storage and sufficient 
bandwidth for upload. 

• KP-PS01 
• KP-N02 

 
Use case relationship 
 

Requires VAR003, VAR001 
Required by VAR012 
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5.4.  Interactive real-time eLearning 
In the eLearning scenarios we suppose that the eLearning contents are outside IRMOS, 
because they are not real-time items and they are managed by an already existing 
external LMS (Learning Management System).. 
 
The main real-time feature in this scenario is the movement management: tracking, 
viewing, alerting while moving. 

5.4.1. Mobile specific use cases 
 

 
Figure 19  High-level mobile Use Case 

ELUC01: Login and authentication 

 
Introduction The user logs into the IRMOS 

application 
Actors Elearning Provider, museum visitor 
Pre-conditions The actor is not logged-in. The 

Authentication server is populated 
and on-line. 

Post-conditions The actor can start using the 
application 

Basic Flow 1) The user launches the application 
2) The user inserts username and 
password 
3)the user receives a confirmation 
and charging starts 

Alternative Flows (none) 
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Special Requirements (none) 
Real-Time Requirements (none) 
Use case relationship ELUC02, ELUC03 

 

ELUC02: inserting eLearning references into an IRMOS ASC 

 
Introduction The eLearning provider inserts 

eLearning references into an IRMOS 
Application Service Component 

Actors eLearning provider 
Pre-conditions none 
Post-conditions the course is available and localized 
Basic Flow 1) The eLearning Content provider 

inserts into Irmos the reference to a 
Course. 

Alternative Flows none 
Special Requirements none 
Real-Time Requirements none 
Use case relationship ELUC05, ELUC06 

 

 

 

ELUC03: Tracking the indoor position of a user 

 
Introduction  The museum visitor is tracked by 

IRMOS while moving inside the 
museum 

Actors museum visitor 
Pre-conditions The actor has a mobile device in an 

environment equipped with an indoor 
positioning system. The device is 
connected to internet and the actor is 
already logged in. 

Post-conditions The actor is informed about his 
tracking 

Basic Flow 1) The visitor’s position is localised by 
the indoor positioning system within 
the building (museum) 
2) The visitor’s position is sent to the 
IRMOS server 
3) the mobile device informs the user 
about the operation of tracking 

Alternative Flows 1b) the visitor’s position is not 
detected (positioning system offline 
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or other reason) 
2b) the visitor’s position is not sent 
properly to the server 
3b) a message will appear informing 
about the malfunction 

Special Requirements This use case happens every certain 
period of time. The position of the 
visitor in the real indoor environment 
should be updated periodically 

Real-Time Requirements  
the system should recognize the user 
position accordingly with the user 
speed (e.g. 300 ms if user walks, 100 
ms if user runs) 

Use case relationship ELUC01, ELUC05 

ELUC04: Tracking the outdoor position of a user 

 
Introduction  The tourist is tracked by IRMOS while 

moving in the open air 
Actors Tourist 
Pre-conditions The actor has a mobile device with the 

GPS system enabled and the Internet 
connection online. 
The actor is already logged in. 

Post-conditions The actor is informed about his 
tracking 

Basic Flow 1) The visitor’s position is localised 
and geo-referenced by the GPS system 
2) the position data is sent to IRMOS 
for enabling tracking 
3) the mobile device informs the user 
about the operation of tracking 

Alternative Flows 1b) the visitor’s position is not 
detected (GPS offline or other reason) 
2b) the position cannot be sent to 
IRMOS for tracking 
3b) a message will appear informing 
about the malfunction 

Special Requirements This use case happens every certain 
period of time. The position of the 
visitor in the real outdoor 
environment should be updated 
periodically 

Real-Time Requirements The system should recognize the user 
position accordingly with the user 
speed  
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 (e.g. 300 ms if user walks, 100 ms if 
user runs) 

Use case relationship ELUC01, ELUC05 

ELUC05: Obtaining the list of available lessons on mobile device 

 
Introduction  The user is alerted in real-time about 

the artworks nearby him 
Actors museum visitor or tourist 
Pre-conditions The actor‘s mobile device is 

connected, logged-in and already 
tracked by IRMOS. 
The actor’s is near one or more works 
of art having an associated lesson. 
eLearning contents are available.  
The LMS knows the actor’s profile (e.g 
language, proficiency level,...) 

Post-conditions available lessons are listed and 
selectable 

Basic Flow 1) The visitor position is recognized 
as being near to the works of art 
positions 
2) The titles of available lessons are 
downloaded by the IRMOS server and 
sent to the mobile device 

Alternative Flows 1b) no lesson is available for the 
current position 
2b) the user does not see any message 

Special Requirements This use case happens whenever the 
user’s position changes of a certain 
amount (e.g. 1 meter).corresponding 
learning content. 

Real-Time Requirements The list of lessons should be identified 
and downloaded  accordingly with the 
user speed 

Use case relationship ELUC01, ELUC03, ELUC04, ELUC06 

ELUC06: Playing a lesson on mobile device 

 
Introduction  The user downloads and plays the 

selected lesson 
Actors museum visitor or tourist 
Pre-conditions the actor has selected a lesson 
Post-conditions lesson delivered and actor’s 

proficiency level upgraded 
Basic Flow 1) the lesson is  downloaded from the 

eLearning platform 
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2)the lesson is played overlapping the 
current screen3) possible quiz are run 
4) data about learner upgraded skill is 
sent to  eLearning platform5) the 
systems gets back to tracking page or 
selection of other lessons 

Alternative Flows 1b) the lesson loading does not occur 
properly 
3b) the communication with server is 
not correct 
4b) the user gets a warning 

Special Requirements none 
Real-Time Requirements  
Use case relationship ELUC05, ELUC03, ELUC04 

5.4.2. Virtual world specific use cases 
 

 

Figure 20  High-level mobile virtual world Use Case 
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ELUC07: inserting virtual world definition 

 
Introduction  The 3D designer uploads a virtual 

world into IRMOS ASC storage 
Actors 3D designer 
Pre-conditions Spaces are known 
Post-conditions The Virtual world is available and 

mapped to eLearning contents 
Basic Flow  The 3D designer accesses the Virtual 

World platform to upload the data 
Alternative Flows none 
Special Requirements none 
Real-Time Requirements none 
Use case relationship ELUC08, ELUC09 

ELUC08: Configuring virtual world through interactive SLA 

 
Introduction  The customer configures the Virtual 

World QoS, selecting some 
performances options 

Actors  School Director (the Customer) 
Pre-conditions Virtual world is loaded and available, 

eLearning contents are available. 
Authentication server populated and 
on-line. 

Post-conditions Virtual world session is ready to be 
accessed by users 

Basic Flow 1) The customer launches the virtual 
world configuration tool 
2)  the customer receives a list of 
possible profile (dynamic SLAs e.g. 
you can walk and download lessons in 
5 sec at X euro/min; you can run and 
download lessons in 2 sec at Y 
euro/min) 
3) the  customer selects a profile 
4) IRMOS makes the resource 
reservation and the the customer 
receives a confirmation 
5) the customer exits the 
configuration tool and can invite users 
to join the virtual world 

Alternative Flows  4b)IRMOS has no resources matching 
the customer requirements 
5b)the customer modifies his request 

Special Requirements none 
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Real-Time Requirements none 
Use case relationship ELUC09, ELUC10, ELUC12, ELUC13, 

ELUC14 

ELUC09: Accessing a virtual world 

 
Introduction  The consumers access the Virtual 

World session, downloading from 
IRMOS the necessary data 

Actors Teacher, Students 
Pre-conditions Virtual world is loaded and available, 

eLearning contents are available. 
Authentication server populated and 
on-line, virtual world session 
configured, SLA agreed by server. 

Post-conditions Virtual World session is started 
Basic Flow 1) The user launches the virtual world 

application 
2) the rendering engine is 
automatically downloaded 
3)the world is automatically loaded 
and rendered 
4)the avatar is shown in the starting 
position 
 

Alternative Flows 2b) the rendering engine is not 
downloaded or started correctly 
3b)the world is not loaded correctly  

Special Requirements none 
Real-Time Requirements none 
Use case relationship ELUC08, ELUC10 

ELUC10: Moving into the virtual world 

 
Introduction  The consumers use the Virtual World  

in a real-time session where several 
users are simultaneously connected to 
IRMOS 

Actors Teacher, Students 
Pre-conditions Virtual world is loaded and available, 

eLearning contents are available. 
Virtual world accessed. 

Post-conditions none 
Basic Flow 1)The user’s position is tracked by the 

movements commands (keys, mouse, 
…) 
2)The environment rendering is 
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updated accordingly with the current 
perspective. 
3)The positions of other avatars are 
loaded 
4)The other avatars are rendered  
5)The user’s position is sent to the 
server to be broadcasted to other 
users  

Alternative Flows 3c)the loading of other avatars 
position does not take place 
4b)the unloaded avatar is greyed 
5b)the own position cannot be sent to 
server: a warning is displayed 

Special Requirements This use case happens every certain 
period of time. The position of the 
avatars should be synchronised in 
real-time among them. 

Real-Time Requirements 1)the world loading should be 
conform to the SLA 
2)the avatars’ position loading should 
be conform to the SLA 
3)the user position should be 
uploaded to server conforming to SLA 

Use case relationship ELUC09 

ELUC11: Obtaining the list of available lessons in the virtual world 

 
Introduction The consumer is alerted about the 

lessons relevant to the avatar’s 
position 

Actors Teacher, Students 
Pre-conditions Virtual world is loaded and available, 

eLearning contents are available. 
Virtual world accessed. The user’s 
avatar is near one or more works of 
art having an associated lesson.  
The LMS knows the user’s 
background, portfolio and proficiency 
level 

Post-conditions available lessons are listed and 
selectable 

Basic Flow 1) The user position is recognized as 
being near to the works of art 
positions 
2) The titles of available lessons are 
downloaded by the eLearning server 
and displayed on a pop-up window 
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Alternative Flows 1b) no lesson is available for the 
current position 
2b) the user does not see any message 

Special Requirements This use case happens every certain 
period of time. The position of the 
avatar should be mapped in real-time 
with the corresponding learning 
content. 

Real-Time Requirements The list of lessons should be identified 
and downloaded conforming to SLA  

Use case relationship ELUC10, ELUC12 

ELUC12: Playing a lesson in the virtual world 

 
Introduction The customer plays a lesson about a 

nearby work of art. The lesson is 
downloaded contextually. 

Actors Teacher, Students 
Pre-conditions Virtual world accessed. The user got a 

list of available lessons 
Post-conditions The eLearning system updates the 

skill progression of the trainee 
Basic Flow 1)The user chooses a lesson by 

clicking the list o available lessons 
2)The lesson is downloaded 
3)The lesson is started on a popup 
window 

Alternative Flows 2b) the loading does not occur 
3b) the user gets a warning 

Special Requirements none 
Real-Time Requirements The downloading should be 

conforming to SLA 
Use case relationship ELUC11 

ELUC13: Chat communication in the virtual world 

 
Introduction avatars can communicate written 

messages among them 
Actors Teacher, Students 
Pre-conditions Virtual world is loaded and available. 

Virtual world accessed. More than one 
user is logged. 

Post-conditions none 
Basic Flow 1)One of the users clicks on the 

message writing-box and writes a 
message 
2)All users (including the writer) see 
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the message in the message reading-
box 
(Similar to Skype-Chat  [4]) 

Alternative Flows none 
Special Requirements none 
Real-Time Requirements The message transmission speed 

should be conforming to SLA 
Use case relationship ELUC10 

ELUC14: Voice communication in the virtual world 

 
Introduction avatars can communicate voice 

messages among them through IRMOS 
voice-bridge service 

Actors Teacher, Students 
Pre-conditions Virtual world is loaded and available. 

Virtual world accessed. More than one 
user is logged. 

Post-conditions none 
Basic Flow 1)The user clicks on a specific button 

for enabling the voice communication 
2)Each user can speak whenever he 
wants 
3)Each user hears the voices of all 
other users superimposed 
4)The user can disable his own 
microphone 
5)The user quits the voice session re-
clicking the button 
(similar to Skype) 

Alternative Flows none 
Special Requirements This use case requires streaming 

capabilities 
Real-Time Requirements Voice quality should be conforming to 

SLA 
Use case relationship ELUC10 
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5.4.3. Mobile virtual world specific use cases:  
 

 
Figure 21  High-level mobile virtual world use case 

ELUC15: Mapping a real user into the virtual world 

 
Introduction The real user is visualized into the 

Virtual World as an avatar in the 
correct geo position  

Actors Teacher 
Pre-conditions The Virtual World is geo- 
Post-conditions The Virtual World is geo-referenced 
Basic Flow 1) the teacher’s geographic 

coordinates are sent from the mobile 
device to IRMOS 
2)the teacher’s position is detected 
and mapped into the Virtual World 
3) the teacher’s avatar position is sent  
from IRMOS to the other users for the 
rendering 

Alternative Flows none 
Special Requirements none 
Real-Time Requirements none 
Use case relationship ELUC07 
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ELUC16: Chat communication on mobile device 

 
Introduction avatars can communicate written 

messages to/from the mobile user 
Actors Teacher, Students 
Pre-conditions Virtual world is loaded and available. 

Virtual world accessed. More than one 
user is logged. One of them is mobile. 

Post-conditions none 
Basic Flow 1)The mobile user sees a chat-box 

similar to the one in the virtual world 
2)He can write messages  

Alternative Flows None 
Special Requirements None 
Real-Time Requirements The message transmission speed 

should be conforming to SLA in terms 
of message size and speed of 
transmission 

Use case relationship ELUC13 

ELUC17: Voice communication on mobile device 

 
Introduction avatars can communicate voice 

messages to/from the mobile user 
Actors Teacher, Students 
Pre-conditions Virtual world is loaded and available. 

Virtual world accessed. More than one 
user is logged. One of them is mobile. 

Post-conditions None 
Basic Flow 1)The mobile user clicks on a specific 

button for enabling the voice 
communication 
2)Each user (including the mobile 
one) can speak whenever he wants 
3)Each user (including the mobile 
one) hears the voices of all other users 
superimposed 
4)The user can disable his own 
microphone 
5)The user quits the voice session re-
clicking the button 

Alternative Flows None 
Special Requirements This use case requires streaming 

capabilities 
Real-Time Requirements Voice quality should be conforming to 

SLA 
Use case relationship ELUC14 
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6. Draft Demonstrators  
The demonstrator(s) will be used to show the feasibility of the IRMOS concept together 
with the key innovations developed in the technical work packages. It will not be 
possible to meet all of the application requirements specified earlier in the document, 
e.g. processing 4K images in real-time. This turns out to be a question of scalability of 
IRMOS i.e. the framework should be able to handle parameters in these dimensions – 
regardless of the available demonstrator infrastructure which might not offer the 
required performance. 
Each of the following sections contains a brief description of the initial and final 
demonstrator. 

6.1. Specific Scenarios 
6.1.1. Digital Film Postproduction 
Storyboard 

A group of highly talented engineers located in 2 different countries are jointly working 
during the hot phase of post-production of an international independent short movie co-
production titled “The Innovations of IRMOS”. Early in the morning (10:00CET) they log 
into the IRMOS platform to jointly review the work of yesterday (Dailies) and to prepare 
today’s work together with the director and the producer.  
They start the visualisation of the already edited film content in a synchronised way, i.e. 
the application using the IRMOS platform provides multiple streams of the same content 
to the group in order to discuss the scenes, the picture quality etc. When needed, the 
streaming can be stopped; the necessary changes discussed and, after performing the 
corresponding adjustments, replay the edited sequence, so everybody can agree to the 
final impression. While the group is reviewing last days work new material from the set 
will be ingested into the system, annotated, and prepared to be previewed by the group. 
Based on the film’s storyboard the assistant starts previewing today’s scenes, discuss the 
quality of the material and the changes that need to be applied. The system processes 
these changes using the processing power of the IRMOS enabled computer cluster, so 
that at the end of the process, the group gets a good impression of the future results. 
 
The initial demonstrator available in PM24 will be a single user system with focus on the 
image processing capabilities of the setup. This means the IRMOS framework must be 
ready to support several ASCs that require multiple computation resources (see Figure 
22).  
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Figure 22  Simplified Setup of initial Postproduction Demonstrator (Draft) 

 

The decentralized, collaborative multiuser workflow will be demonstrated at the end of 
the project in PM36.  This setup should be able to show the QoS performance regarding 
guaranteed bandwidth and jitter for multiple data streams as requested by the 
application. Moreover it also might proof resource selection for ASCs based on 
requirements like CPU power, storage capacity and network capabilities.  The setup of 
the final demonstrator might then look like sketched in Figure 23. 
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Figure 23  Simplified Setup of final Postproduction Demonstrator (Draft) 
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6.1.2. Virtual and Augmented reality 
Storyboard 

The scenario the demonstrator is placed in describes the situation where a company 
wants to use the service of simulation verification by matching visualised simulation 
data with real-world experiments. As the equipment for such AR equipment is rather 
expensive and needs expert knowledge as well as the whole experimentation location 
might be expensive too (when for example thinking of a wind tunnel). The company (in 
this case the customer) desires to setup a visualisation of wind tunnel simulation data 
and verify it versus calculated simulation data. Therefore a workflow is setup spanning 
across the company’s network as well as the experiment provider’s network possibly in 
conjunction with a second distributed location of the company to join the visualisation 
in a collaborative session.  
For the first demonstrator in PM24 this situation will be reflected locally by using an 
endpoint with AR-equipment and scale models of cars, as well as a visualisation 
endpoint like a CAVE. In summary this means having two or at most three participants 
in the collaborative VR/AR session and working with scale models in this first 
demonstrator.  
This means with regards of the components the scenario will require of the IRMOS 
framework that a real-time live-video streaming scenario like that sketched below is 
setup: 
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Transcoder/
Multiplexer
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Multiplexer

C O VIS E
AC C

C O VIS E
AC C

Video 
Transcoder/
Multiplexer

C O VIS E
AC C

©University of Stuttgart

 
Figure 24  VR/AR demonstrator setup (Draft) 

However the COVISE ACC differs in their underlying hardware equipment as the COVISE 
ACC on the left side is the augmented reality recording station too, while the COVISE 
ACCs on the right play a consuming role.  
The most evident issues demonstrated here is the issue about guaranteed bandwidth 
and jitter for provisioning of a certain QoS level for Remote Augmented Reality. 
Furthermore it also has the potential to show resource selection for ASCs based on 
constraints like CPU power, but also on constraints like physical proximity in terms e.g. 
like location in the same subnet. 
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Real-time issues of IRMOS which can be shown with first demonstrator and might not be 
obvious out of the diagram above are: 

• Guaranteed bandwidth between ASCs 

• Guaranteed jitter between ASCs 

• Guaranteed high percentage of uptime of ASCs 

o Indirectly showing redundancy 

• Allocation of resources for ASCs based on 

o CPU Power 
o Network Bandwidth 
o Network Jitter 
o Physical close proximity to ACC 

• Guaranteed resources for Concurrency of several streams 

 
This setup directly shows the previously defined Use cases VAR05, VAR06, VAR07 and 
VAR08. 
 
With regards to the final demonstrator the described setup will be extended by 
incorporation of application specific ASCs that require special computation resources 
and are more directly involved into the application workflow of visualisation of 
simulation results. The setup of the final demonstrator could then look like the following 
example chart shows: 
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Figure 25  Final VR/AR demonstrator setup (Draft) 

This final demonstrator in contrast to the first one also incorporates use case VAR009 
about “Moving modules” to an IRMOS resource. This however defines premises for the 
used resources in terms of: 

• CPU Power 

• Available Volatile memory 
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• Storage access to project specific data area 

 
In addition to the first demonstrator the final demonstrator also shows the application 
of the use cases VAR09 and VAR013. 

In summary what is shown in the diagram for the demonstrator is a scenario with a live 
video source feeding in to a video transcoder/multiplexer ASC while the consuming 
ACCs receive these video stream form their corresponding video transcoder/ 
demultiplexer ASC. So in contrast to the post production scenario the VR and AR 
scenario does not deal with video material located on storage, but rather live material 
which is used in an interactive, real-time based, collaborative working environment. 
 

6.1.3.  Interactive real-time eLearning 
The first demonstrator will be the Mobile application, applied to outdoor usage. 
We choose this first demonstrator because it is the most easy and quick to be 
implemented, due to the following reasons: 

• GPS positioning is easily available on low cost devices, supporting J2ME  

• ASCs are limited to few functionalities 

• All software (ACC and ASC) has to be written from scratch, hence easily adaptable 
to IRMOS requirements 

We are aware that next demonstrators will be more suitable from the point of view of 
IRMOS adaptability. Virtual World applications have more real-time needs and more 
significant high level SLA parameters (e.g. avatar speed, chatting quality etc.) 
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6.1.3.1. Mobile outdoor scenario 

 
Figure 26  The mobile outdoor scenario 

 
In this scenario we suppose a user going around in an outdoor place (e.g. a city) and 
getting automatically alerts about the availability of eLearning contents as soon as he 
gets close to an artwork. 
In this context, the ACC is the software running on the mobile device (e.g. J2ME software 
running on a phone equipped with GPS). 
 
This scenario has two ASC: 

• A “position listener”, that receives the geographic coordinates from the device via 
http-UMTS connection 

• A “learning object manager” that searches for contents related to the user position 
and manages the provision of the selected content (text, images, videos, audio, 
etc.)  
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The architecture is shown below: 
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Figure 27  The eLearning outdoor architecture (Draft) 

The main innovation of this demonstrator is the real-time on-line awareness. Let us 
consider for example the difference between a user running in Florence (a city very 
crowded of artworks) and a user walking slowly in Leghorn (a city having less artworks 
than Florence). In these two opposite cases, the application SLA may be very different. 
 
The “learning object manager” is a component having several functionalities, among 
which: 

• Maintaining and distinguishing the connection with a large number of devices 
• Adapting the service basing on users’ device capabilities 
• Selecting the contents basing on the user profile (e.g. language, age, preferences) 

 
The application SLA in this demonstrator would be relevant to: 

• Speed of position recognition 
• Speed of artworks identification 
• Speed of lesson download 

 

The key parameters involved with this scenario are (referring to table 1 in sect. 4.3): 
• Volatile memory size (KP-VM01) 
• Volatile memory bandwidth (KP-VM02) 
• Volatile memory access time (KP-VM03) 
• Persistent storage random access time (KP-PS03) 
• Processing CPU performance (KP-P01) 
• Network bandwidth (KP-N03) 
• Concurrency (KP-C01) 
• Uptime (KP-c02) 
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7. Conclusions 
Three application scenarios from different business sectors were chosen to proof the 
concepts and innovative technologies developed within the IRMOS project: 
 

• Digital film postproduction 
• Virtual and Augmented reality  
• eLearning  
 

These applications were analyzed considering he results of the D2.1.1 report [1], and the 
two main IRMOS principles, Service Oriented Architecture and real-time functionality. 
Based on this analysis the functional and technical requirements of these scenarios were 
identified. To find out these application requirements in a reasonable level of 
abstraction, first the different phases of the design process, the instantiation and 
execution, as well as the roles of the stakeholders had to be clarified. Three main tasks 
were identified for the application development: 
 

• Application Component (AC) development 
• Creation of Application Service Component (ASC) packages for deployment 
• Application Service Component Description (ASCD) which defines the parameters. 
 

More requirements exist for the planning phase (assembling template workflows) and 
the use of the instantiated workflow (execution). Several applications require the 
streaming of data, especially video and audio streams. Therefore a common streaming 
API is expected as a deliverable item from the IRMOS framework. The different 
applications have different demands on the service components, which results in a 
variety of requirements a service component has to fulfil. The technical parameters 
specified in the document will have direct influence on the performance of network links 
and computational resources.  
 
Finally draft specifications for the initial and final demonstrators for each of the three 
application scenarios have been generated: 
 

• The initial digital film postproduction demonstrator will focus to demonstrate 
high  speed processing using several virtual machine units (VMUs), the final 
version will also use distributed collaborative work with the need of real-time 
multimedia streaming 

• The first version of the virtual and augmented reality demonstrator will support 
two or three participants in the collaborative session and uses scale models of 
cars for the simulation, while the final one will be extended by incorporation of 
special computation resources and improved application workflow of 
visualization of simulation results. 

• In the e-learning scenario the first demonstrator will be the mobile application, 
applied to outdoor usage. This version has only a few real-time requirements, 
however the Virtual World applications which is the final demonstrator, will have 
more real-time needs and a higher signify level of SLA parameters. 
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When taken with the definition of application scenarios and their demonstrations, this 
deliverable provides initial ideas on how to realise the implementation of the service 
oriented applications. As such this deliverable offers valuable input for all technical 
work packages and especially for the demonstrator work package (WP8).  
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